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ABSTRACT

Recognition of destination address is compulsory for automation of the postal system in India. Our observation found that such recognition becomes a very challenging task due to inter-mixing of three languages (Hindi, English and the official language of the particular state in which the postal document is supposed to reach). In this paper, our attempt towards development of a dynamic programming based system for city-name and pin code recognition of destination address in postal documents of India not only managed to address the difficulties related to identification of the scripts but also managed to get rid of those problems which is generated due to character touching in postal documents. For city-name recognition, lexicon information is used. However, no lexicon information is used for pin code recognition since an Indian pin code contains only 6 digits. We obtained 99.55% reliability from tri-lingual city-name recognition system where error rates are 0.20% and rejection rates are 28.11%. From our experiment on recognition of handwritten pin codes, 99.01% reliability rate, 0.83% error rate and 15.27% rejection rate are obtained. Furthermore, to enhance the city-name results by distributing the lexicon size district-wise, we conducted an experiment and presented the results.
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1.0 INTRODUCTION

Nowadays, because of online purchase through Amazon, flipkart etc., number of postal documents is increasing day by day. In fact, number of parcels has increased tremendously for the past 5 years. Thus, automatic postal sorting system is very much necessary for handling such huge number of postal document and to reduce the manpower effort of human sorting. Automatic recognition of the destination address of India is a very challenging task due to multi-lingual and multi-script behavior. For the postal system of developed countries, there exist many published research papers dealing with automation of postal documents written in non-Indian languages[1,2,11,12,13,14,24,25,27,28]. Most of the developed countries consider only a single script; hence, to develop postal system for such countries is easy. However, India is multi-lingual and multi-script country where postal document may contain any of the languages. Thus, postal system development for India is a difficult task. Because of such complexity, only a few published research papers can be found for the automation of postal documents written in Indian languages [3,4,8,26]. In addition, only three or four postal sorting
machines are available in India and it works only for English and such system could not handle postal document written in Indian scripts.

Development of a recognition system of destination address for a country like India is a very challenging task. In India, there are twenty three (23) official languages and eleven (11) scripts that are used at the time for writing these 23 languages [17]. However, in spite of the fact that we have so many languages and so many scripts in India, it has been observed that the destination address (the address where a particular postal document is expected to finally reach) is often written using only 3 languages: (1) English; (2) Hindi; and (3) local state language. Therefore, it is needless to mention that any document which is used for the purpose of postal communication in India is tri-lingual, as it often comprises these three languages. For our work, we prepared a database for which we had acquired as many as 7500 documents exclusively utilized for postal purposes. These documents are obtained from an Indian state named West Bengal. The statistical details regarding our database are available in [4]. From our statistical computation and analysis, we observed the following: (1) 76.32% of the postal documents are written in English; (2) Bangla (Bengali) is used to write 12.37% of the postal documents; and (3) Hindi (Devnagari) is deployed while writing 10.21% of the documents used for postal purposes.

Based on the tri-lingual nature of those documents, we propose a tri-lingual city-name and pin code (PIN) recognition system for recognition of the destination address of Indian postal documents. By combining both the results of recognition of pin codes and recognition of city-names, reliability in the existing Indian postal automation system can be enhanced.

(a)
Fig.1: Examples of some Indian postal documents. (a) Here the city name is written in both Bangla and English whereas pin-code is written in English only (b) whole postal document is written in English, and it has no pin-code (c) the name of the city is written in Hindi and English, but the pin-code is written in English only.

Generally, we implement any of the two approaches as discussed here for multi-script OCR: (1) The script is identified at the very beginning and accordingly we use the proper OCR which is based on the identified script; (2) A system is developed so that it is capable of recognizing all the scripts’ samples itself. Currently, a number of studies related to the identification of scripts have already been published [3,16,22]. Since in most cases, it has been observed that destination address block in India...
contains more than two scripts, hence accurate identification of the script from such an address block becomes very difficult and challenging.

In Fig.1(a) the name of the city is written in Bangla as well as in English whereas pin-code is written in English only. From Fig.1(b) we can observe that whole postal document is written in English only but there is no pin-code. In Fig.1(c) the name of the city is written in Hindi and English, but the pin-code is written in English only. From the database we have seen that one single line of the destination block of address may be a combination of two or more than two scripts (see Fig.1(a)). Also, in case of many of the Indian postal documents, characters in a city-name or the digits using which the PIN is written are often found touching each other. Two digits, three digits, four digits or even five digits touching strings are very common in case of Indian pin codes. Examples of touching strings of different digits of Indian pin codes written in Devnagari are shown below in Fig.2. Accurately segmenting such touching strings is very challenging.

![Examples of touching digits of Indian PIN codes written in Hindi](image)

**Fig.2** Examples of touching digits of Indian PIN codes written in Hindi. (a) Touching of two digits with one another. (b) Touching of three digits with one another. (c) Touching of four digits with one another

Taking into consideration all these perspectives, through our paper, a scheme for segmentation as well as a scheme for recognition of destination address for Indian postal documents is proposed. The scheme is as follows: First, binarization of the input string is done, which is followed by the slant correction of that particular input string. The binarized input strings are then segmented into primitive characters. By primitive characters, we mean individual character/numeral or its parts. Such segmentation is done through the implementation of water reservoir principle as discussed in [9]. Ideally, every primitive consists of one single digit/character or a sub-image of one single digit/character. Dynamic programming (DP) is deployed for merging of the primitive components which are present in a string into characters/digits, and to get the best segmentation. DP uses the total likelihood of characters as an objective function. To determine the presence of likelihood in a character or to determine the presence of likelihood in a digit, we implemented Modified Quadratic Discriminant Function (MQDF) on the basis of the directional features of the various contour points in the primitive components.

Fig. 3 presents the system that we proposed for recognizing the names of the cities. Please note that our pin code recognition is similar to city-name recognition system but we do not require any lexicon. Based on the diagram, we use city name lexicon which is the vocabulary of city names.

![Block diagram showing our proposed city-name recognition system](image)

**Fig.3:** Block diagram showing our proposed city-name recognition system.
2.0 A BRIEF REPORT ON INDIAN POSTAL SYSTEM

The Indian Postal department has more than 1,54,000 post offices spread across the country. On an average, a post office covers an area of more than 21sq. km, and it serves to an average population of over 8,000 people. This is the most widely spread postal system globally. In terms of its postal services, India has been divided into regions and each region in turn is under the leadership of a Postmaster General. Regions are again further sub-divided into sub-regions. A previous study in [4] had discussed the representation of first 2 digits of the PIN. A wide variety of postal documents such as post-cards, inland letters, aerogram, ordinary envelopes and special envelopes exist in India, and these postal documents are available in the post offices. The PIN which is always numerical and consists of six digits compulsorily is supposed to be written only in the six printed boxes exclusively made for that purpose in the postal documents. However, in many cases, we found that some users wrote only a part of the PIN and not the whole PIN such as Kolkata-29 or Kol-29 instead of Kolkata-700029. In these cases where ordinary envelopes are used for postal purposes, there are no printed boxes for writing the PIN. Moreover, we found that when the PIN is not written, it is required to recognize both the names of the city as well as the PIN. Therefore, we can conclude that the recognition of destination address is definitely not an easy task.

3.0 CORRECTION OF SLANTS AND Pre-SEGMENTATION OF CHARACTERS

3.1 Correction of Slants

Slant correction is a vital step in preprocessing in case of recognition of handwriting. This section of our work deals with the following two aspects chronologically: 1) Binarization of our input images; and 2) The images which are first binarized, and then subjected to correction of slants. We followed the procedure as described in [5] where we first need to binarize the input images. We estimated the slants of our input images based on the information presented in the input images’ contour. We also followed the procedure as described in [7] where we performed the correction of slants of the input images which were already binarized by us.

3.2 Segmentation of Primitives

For optimal character segmentation using DP, input string is segmented to get primitives. A city-name or pin code may sometimes touch and create a big cavity portion because of such touching. Using profile behavior and water reservoir properties such cavity regions may be obtained and the deep most point of each cavity part is treated as pre-segmentation point. To remove some improper pre-segmentation points, the median ($M$) of the heights of different cavity regions is computed and the cavities with height greater than ($M \times 0.8$) are treated for segmentation. This is done to consider the small cavities. Our aim in pre-segmentation is to divide a city-name or a pin code into individual characters so that over segmentation can be avoided. In Fig.4(b), the lower cavity parts for a Bangla city-name of Fig.4(a) are shown. An image of a city-name is split into segments at each pre-segmentation column and connected components are analyzed to get an individual component. In Fig 4(c) connected components as well as their enclosing boxes are shown. These boxes are then numbered as shown at upper side of Fig.4(c). Such connected components are the primitive segments. A full character or part of a character can be a primitive.
4.0 EXTRACTION OF FEATURES

The histograms of the direction chain code in the contour points of the components are taken into account as the recognition features [6]. For the purpose of recognition, 64 dimensional direction chain code features are used. The details of feature extraction procedure are given as follows. First, the bounding box is divided into $7 \times 7$ blocks and for each block, the direction chain code for every contour point is obtained. Then, the frequency of direction codes is noted. We use chain code in four directions that in horizontal, slanted with 45 degree, vertical and slanted with 135 degree. Thus, for each block, an array of 4 integer values representing the frequencies of chain code in these four directions is obtained and used as feature in our scheme. Since we got 4 features for each block, we got 196 ($7 \times 7 \times 4$) features for $7 \times 7$ blocks. Using a Gaussian filter, we manage to reduce the feature dimension from $7 \times 7$ blocks to $4 \times 4$ blocks, thus we manage to obtain 64 ($4 \times 4 \times 4$) dimensional features. To make it independent of size, the feature vector is normalized by dividing each component by the character height.

Speed is one of the important issues for feature extraction. The histogram of cumulative orientation based on a study by [7] is computed and used to get faster feature extraction.
5.0 DYNAMIC PROGRAMMING-BASED SEGMENTATION AND RECOGNITION

Dynamic Programming (DP) is an optimization technique based on recursion. Since it is very difficult for proper character segmentation from input city name images, we propose dynamic programming based technique in our work so that we can take the best results from the input city name. In our work, the basis of a dynamic programming algorithm is a module which: (i) accepts a city-name as input image; (ii) has a string which is used to include the contextual information in it; (iii) has also a list of the primitives from the images of the names of the city; and (iv) returns a value representing the confidence that the image of the name of the city represents the string. For a given lexicon name of the city, the primitive segments of the city name images are matched and then merged with the characters in the lexicon of the city names in order to maximize the average likelihood of characters using dynamic programming. Suppose, Z primitive segments are present in an input city-name and in turn when such a name of the city is matched against any lexicon word comprising P characters, in that case a character may have in it a maximum of (1+Z-P) primitive segments.

5.1 Markov chain representation

We noted that primitive number of an image is about 2 times than the image character number. For optimum segmentation, DP is used using the total likelihood of characters as objective function [7]. The lexicon of city-names is used in DP for the use of contextual information. MQDF is used to calculate the likelihood of a component segment. For the use of DP, the boxes are sorted from left to right and top to bottom using the information of their centroid position. When the same x coordinate values are obtained for two or more boxes, we use top to bottom information for their sorting. In Fig.4(c), the numbers at the top of the boxes denote the order of the sorted boxes. It can be easily seen that, in most of the cases, the disjoint box segmentation and the box sorting process turns the segmentation problem to a simple Markov process. From Fig.4, it can be seen that the first three boxes correspond to alphabet “A” of the Devnagari city-name AGRA (अगर), next two boxes correspond to character “G”, box 6 corresponds to character “R”, and the last box 7 corresponds to alphabet “A”. Character codes of this city-name image are shown in Fig. 4(d). Such assignment is also mentioned as follows to ensure better clarity. For example, in case of the word AGRA,

<table>
<thead>
<tr>
<th>A</th>
<th>G</th>
<th>R</th>
<th>A</th>
</tr>
</thead>
<tbody>
<tr>
<td>i --</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>j(i) --</td>
<td>3</td>
<td>5</td>
<td>6</td>
</tr>
</tbody>
</table>

where i is the letter number, and j(i) is the number of the last box that corresponds to the i-th letter. It can be seen that the number of the box that corresponds to the i-th letter is j(-1+i)+1.

5.2 MQDF for likelihood of characters

MQDF or Modified Quadratic Discriminant Function is a very user-friendly and highly powerful classifier [23].

Mathematical equation of MQDF is as follows.

\[ g(X) = \frac{1}{2} X^T \hat{\Sigma}^{-1} X - \frac{1}{2} \log |\hat{\Sigma}| - \frac{1}{2} \lambda^T \phi \Sigma_\phi \phi^T \lambda + \frac{1}{2} \ln \left( \sum_{i=1}^{k} \phi_i \right) \]

where the input feature vector is denoted by X, the sample mean vector for a character class is denoted by \( \hat{\mu} \), eigen values and eigenvectors of the sample covariance matrix are denoted by \( \lambda_i \) and \( \phi_i \). \( h^2 \) and \( k \) are two constant parameters whose value are selected through experiment to get the best accuracy. In our experiment, we set \( k = 20 \) and \( h^2 = 3/8 \sigma^2 \). Here \( \sigma^2 \) denotes the mean of eigen values \( \lambda_i \) over the value i and the character classes.

Given a feature vector as computed above for a character class, \( g(X) \) is calculated for the character class specified by a city name lexicon and based on this \( g(X) \), recognition can be done.
6.0 RESULTS AND DISCUSSION

6.1 Data details

In this study, we procured more than 16000 samples of handwritten data. The collection comprises 4257 handwritten city-name samples written in Hindi, 8625 handwritten city-name samples written in Bangla and 3250 handwritten city-name samples written in English. There are a total of 290 city-name classes where each class has at least 20 samples. Table 1 presents the classes of city-names and the number of characters found on an average in handwritten city-names.

Table 1: Classes of city-names and average length of the handwritten city-names.

<table>
<thead>
<tr>
<th>City-name classes</th>
<th>Average length of handwritten city-names (This is obtained by taking into account the number of characters present)</th>
</tr>
</thead>
<tbody>
<tr>
<td>117 for Hindi</td>
<td>6.86</td>
</tr>
<tr>
<td>84 in case of Bangla</td>
<td>5.85</td>
</tr>
<tr>
<td>89 in case of English</td>
<td>8.46</td>
</tr>
</tbody>
</table>

Handwritten city-names had been collected not only from a wide variety of postal documents such as post-cards, inland letters, aerogram, ordinary envelopes and special envelopes which exist in India but also from the feedback given by people using our specially designed forms. The sample of one of the forms is shown in Fig.5. For the PIN recognition, we collected a total of 16300 data and details of the collections are discussed in [21].

Fig.5: Sample of specially designed form used for our data collection
6.2 Result computation measures

To compute our results, we used different kinds of measures such as rate of recognition, rate of error, rate of rejection, and reliability. The calculations of these measures are defined as follows. Let $N_C$, $N_E$, and $N_R$ be the number of correctly classified, misclassified, and rejected city name, respectively. Also let $N_T$ be the total number of city names tested, thus $N_T = (N_C + N_E + N_R)$. Under this notation, by recognition rate we mean $(N_C*100)/N_T$, by error rate we mean $(N_E*100)/N_T$, by rejection rate we mean $(N_R*100)/N_T$ and by reliability we mean $(N_C*100) / (N_E+N_C)$. Using these definitions, accuracies provided in different tables are calculated.

6.3 Results On City-Name Recognition

6.3.1 Results of global tri-lingual recognition city-names

From our result, we concluded that the overall percentage of accuracy for handwritten names of cities which were written using more than one scripts was 92.25%, without considering any rejection. We also found that the overall accuracy of 95.55% and 96.36% was achieved by considering the first three and the five top choices of the recognition results, respectively. Detailed experimental results taking into account the three scripts in recognizing city-names which were written using more than one script as well as the various top choices are presented in Table 2. Based on the results, we concluded that samples of city-names in Hindi show low results in comparison to samples of city-names in Bangla and samples of city-names in English. Such lower results in Hindi are due to the presence of compound characters and also because of shape similarity of some characters in Hindi. For the first top choice, it can be seen from the table that Bangla city name gives more than 3% better results than Hindi and more than 2% better results than English. The accuracy of our trilingual city-name recognition system based on different choices is depicted in the graph shown in Fig.6.

![Graph showing accuracy of tri-lingual city-name recognition system.](image)
Table 2: Recognition results of tri-lingual city-names on the basis of various top choices of names of cities written in Bangla, Hindi and English (here 0.0% is the rate of rejection).

<table>
<thead>
<tr>
<th>Number of top Choice(s)</th>
<th>Rate (%) of recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bangla</td>
</tr>
<tr>
<td>1</td>
<td>93.68</td>
</tr>
<tr>
<td>2</td>
<td>96.38</td>
</tr>
<tr>
<td>3</td>
<td>97.25</td>
</tr>
<tr>
<td>4</td>
<td>97.80</td>
</tr>
<tr>
<td>5</td>
<td>98.16</td>
</tr>
</tbody>
</table>

6.3.2 Recognition of results for mono-lingual names of the city

To analyze the results of city-names, which are mono-lingual in nature, we calculated the results of recognition. The percentage of accuracy we achieved are 94.08, 90.16 and 91.63 respectively by taking into account samples of individual scripts separately. Table 3 displays the results of city-names which are mono-lingual in nature. The results are from the various top choices of names of the cities written in the three languages viz. Bangla, Hindi and English. From the two tables i.e. Table 2 and Table 3, we can conclude that both the workings of the names of the cities which are by nature tri-lingual and mono-lingual are at par. As for tri-lingual city name recognition, we can also see the lower results in Hindi in mono-lingual due to the presence of compound characters and also the similarity of shapes of some characters in Hindi. For the first top choices, it can be seen from Table 3 that Bangla city name gives more than 4% better results than Hindi and more that 2% better results than English. Accuracy of our mono-lingual city-name recognition system based on different choices is depicted in Fig.7.

6.3.3 Results of rejection versus Results of reliability

We had made necessary calculations in order to determine the results of rejection versus the results of reliability in case of recognition of tri-lingual handwritten city-names. We found that our proposed system ensures a reliability of 99.55% where error and rejection rates are 0.20% and 28.11%, respectively. The reliability of recognition of city-names with different rates of rejection is discussed in Table 4. Criteria for rejection are: (i) value of optimal likelihood of the names of the city which is recognized as the best; and (ii) the difference of the values of optimal likelihood of the city name which were recognized as the best and the second best.
Fig. 7: Accuracy of our mono-lingual city-name recognition system based on different choices.

Table 3: Results of names of cities which are mono-lingual in nature on the basis of various top choices in names of the cities written in Bangla, Hindi, and English (considering 0.0% rejection)

<table>
<thead>
<tr>
<th>Choice(s)</th>
<th>Rate (%) of recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bangla</td>
</tr>
<tr>
<td>Top 1</td>
<td>94.08</td>
</tr>
<tr>
<td>Top 2</td>
<td>96.74</td>
</tr>
<tr>
<td>Top 3</td>
<td>97.55</td>
</tr>
<tr>
<td>Top 4</td>
<td>98.12</td>
</tr>
<tr>
<td>Top 5</td>
<td>98.38</td>
</tr>
</tbody>
</table>

Table 4: Results of Reliability(%) and Error (%) in our work and Rate of Rejection (%)

<table>
<thead>
<tr>
<th>Percentage (%) of reliability</th>
<th>Percentage (%) of error</th>
<th>Rate (%) of rejection</th>
</tr>
</thead>
<tbody>
<tr>
<td>95.04%</td>
<td>4.62%</td>
<td>4.44%</td>
</tr>
<tr>
<td>98.00%</td>
<td>1.65%</td>
<td>11.69%</td>
</tr>
<tr>
<td>99.04%</td>
<td>0.67%</td>
<td>18.01%</td>
</tr>
<tr>
<td>99.55%</td>
<td>0.20%</td>
<td>28.11%</td>
</tr>
</tbody>
</table>

6.3.4 A Comparative Study of Results

To our knowledge, this is the first work on tri-lingual city name (written in English or Hindi or Bangla) recognition, hence, we could not compare our results with any previous works. However, for mono-lingual cases, we found only a single work on recognizing words written in Hindi which used HMM on a small class of Hindi words dataset [10]. The work deals with only 50 classes of words written in Hindi where an accuracy level of 82.89% was achieved using 3000 words for testing purposes. However, we are able to achieve a better result with 90.16% in recognition of city-names written in Hindi using 117 classes. We firmly believe that the results we obtained on recognition of
names of the cities for mono-lingual as well as for tri-lingual will be of a great help to the researchers to get the state of the art results towards this work.

6.3.5 Analysis of errors

While executing our research work, our findings revealed that in those situations where points of pre-segmentation which we obtained from the module of pre-segmentation did not have the real points of segmentation of characters. Similarity in the shape of some of the names of the cities was another major reason behind the miss-recognition. From our research work, we found that for city-names which were written in Hindi, we obtained the lowest results. One most important factor for not having higher rates of recognition was the presence of compound characters which in turn had made the structure of the city-names written in Hindi, a highly complex one. In Hindi, there are more than 200 compound characters but we found it very difficult to get the real samples of such a large number of compound characters to train our system so that their likelihood can be computed. To obtain higher results, we plan to collect more samples of compound characters in the future.

6.4 Results On PIN Recognition

6.4.1 Results of recognition of PIN

Our present research work, which deals with recognizing strings of hand-written PIN has achieved an accuracy of 94.14%, taking into consideration a rejection rate of 0.15%. By taking into consideration the first two (three) choices of the results of recognition, an overall accuracy that we have achieved is 96.26% (96.68%). Table 5 as shown below deals with the detailed results of the three scripts of our multi-script PIN along with the various choices. From the table, we found that there is an increase in recognition accuracy by 2.70% (96.02% instead of 93.32%) when we took into account 2(two) top choices and not 1(one) top choice as in Devnagari. Our analysis of results revealed that the enhancement of this 2.70% in accuracy is mainly because there are some digits which are similar in shape and that in turn has made the two strings of PIN look the same in appearance.

Table 5: Recognition of PIN based on top choices (Here 0.15% is the percentage of rejection)

<table>
<thead>
<tr>
<th>Choice(s)</th>
<th>Percentage(%) of recognition</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bangla</td>
</tr>
<tr>
<td>Top 1</td>
<td>92.24</td>
</tr>
<tr>
<td>Top 2</td>
<td>94.73</td>
</tr>
<tr>
<td>Top 3</td>
<td>95.47</td>
</tr>
</tbody>
</table>

6.4.2 Rate of Rejection versus rate of error

To compute the reliability of our proposed system, we carried out necessary experiments. From the results of these experiments, we achieved a reliability of 99.01% where the rate of error was 0.83%. The rejection rate is 15.27% where it was done on the basis of: (i) the value of optimal likelihood of the pin code which was recognized as the best; and (ii) the difference of values of optimal likelihood as found in the pin code which were recognized as the best and the second best.

6.4.3 Comparison of results

We are unable to compare our results with the existing works as we could not find any published research work dealing with recognition of handwritten multi-script (Bangla, Devnagari and English) pin codes. However, there exists some research works on recognition of handwritten isolated digits.
and the comparative results are presented in Table 6. From the results, it shows that our method performs better than the existing methods.

Table 6: Results on isolated digits.

<table>
<thead>
<tr>
<th>Name of the script</th>
<th>Methods</th>
<th>Size of data</th>
<th>Accuracy percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bangla</td>
<td>Refer [15]</td>
<td>16K</td>
<td>95.05%</td>
</tr>
<tr>
<td></td>
<td>Refer [16]</td>
<td>14K+650</td>
<td>96.66%</td>
</tr>
<tr>
<td></td>
<td>Our work when isolated pin codes are considered</td>
<td>16128</td>
<td>98.10%</td>
</tr>
<tr>
<td>Devnagari</td>
<td>Bhattacharya et al. [19]</td>
<td>22535</td>
<td>92.83%</td>
</tr>
<tr>
<td></td>
<td>Hanmandlu and Murthy [18]</td>
<td>Not known</td>
<td>95.00%</td>
</tr>
<tr>
<td></td>
<td>Proposed method when isolated pin code are considered</td>
<td>23340</td>
<td>98.41%</td>
</tr>
</tbody>
</table>

6.4.4 Analysis of Errors

This section deals with the classification of different recognition errors found in pin codes recognition. Table 7 shows the distribution of errors for pin codes recognition while dealing with errors found in number of digits of the pin code.

Table 7: Distribution of errors in different digits.

<table>
<thead>
<tr>
<th>Errors found in number of digits</th>
<th>Recognition errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.10%</td>
</tr>
<tr>
<td>2</td>
<td>0.85%</td>
</tr>
<tr>
<td>3</td>
<td>0.36%</td>
</tr>
<tr>
<td>4 or more digits</td>
<td>0.40%</td>
</tr>
</tbody>
</table>

6.5 Improvement of City-Name Recognition Based on Pin Information

The current postal system of India is the most extensively spread postal system in the world. To get better city-name recognition results of such a distributed post office system, we proposed to use pin code information. Since we used lexicon for recognition of city-names, we performed an experiment to determine the reduction of performance when the size of the lexicon is increased. This experiment was done for Bangla city-names. Table 8 shows the accuracy of different lexicon sizes. From the table, we can conclude that the level of accuracy reduces by about 5.89% (98.27%-92.38%) when lexicon size increases from 10 to 200.

Table 8: Accuracy on different lexicon sizes.
Based on these results, we divided the lexicon of the pin code of a district and we consider all the city-names of a district in a single lexicon. For example, one of the biggest districts of West Bengal is ‘Burdwan’ and there are 32 city-names. These city-names are considered as the name of police stations. Thus, we take into consideration all the 32 city-names in a single lexicon and we, in turn, use this lexicon for the city-name recognition when the pin code is recognized as the pin code of ‘Burdwan’ district. Similarly, another district of West Bengal is ‘Bankura’ and there are 22 city-names. We consider all the 22 city-names in a single lexicon again and we use this lexicon for the city-name recognition when the pin code is recognized as the pin code of ‘Bankura’ district. From our experiment of the city-name lexicon distribution based on different districts, we obtained an average 2.53% better accuracy in tri-lingual city-name recognition.

7.0 CONCLUSION

Because of multi-lingual and multi-script behavior, system development towards Indian postal automation is very complex. Most of the existing systems deal with only maximum two languages/scripts. In this work, we presented a system for recognition of destination address in tri-lingual scenario for postal documents of India. Currently, there is only one work in the literature which deals with recognition of tri-lingual city-names [20]. However, there are some research works on isolated digits, but only a few research papers on recognition of Indian Pin numbers have been published. From the comparative results given in this paper, it can be seen that our results outperform the others. Our future plan will be to improve the pin code recognition results in order to achieve better accuracy using deep learning.
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