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ABSTRACT

The main objective of this study is a graphical display of the results of the high (as well as the low) dimensional multi-class support vector machine classification. Additionally, we will visually be able to detect the outliers and misclassified observations by using this graphical tool. The "outlier map" as a successful graphical outlier detection tool of robust statistics is extended in this paper. In fact, this is a bilateral extension concerning the misclassified and outlying observations recognition. The most important feature of this extension is creating two types of discriminative boundaries to segregate the data and detect the outlying observations. For this purpose, we employed the simple but efficient concept of the "confidence interval", which is computed for the mean of decision function of support vector machine and then, "thresholding" technique. After that, the efficiency of the outlier map in terms of the preciseness of the correct outlier identification has been tested by the classification accuracy. Moreover, we deployed the margin width “before” and “after” outlier detection as the other criterion to assess the preciseness of the correct outlier identification. We conducted an empirical study based on the proposed method on the simulated and several well-known real datasets. It shows the effectiveness of our proposed method by increasing the “margin width” and gaining a higher classification accuracy.
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1.0 INTRODUCTION

Support Vector Machine (SVM) which is invented and developed by Cortes and Vapnik [1], was initially designed as a binary classification tool. It has recently become one of the most common approaches for the classification and supervised learning [2][3]. This algorithm is well suited for the high-dimensional data. The basic idea of SVM is to find out the optimal hyperplane for the linearly separable data that can maximize the margin between two classes. This importance is obtained by solving the following minimization problem:

\[
\min_{\mathbf{w}, \xi} \frac{1}{2} \|\mathbf{w}\|^2 + C \sum_{i=1}^{n} \xi_i
\]

s.t. \( y_i (\mathbf{w}^T \mathbf{x}_i + b) \geq 1 - \xi_i; \quad \xi_i \geq 0; \quad i = 1, \ldots, n. \)

Where \( \mathbf{x}_1, \ldots, \mathbf{x}_n \) are the training samples and \( y_i \in \{-1, +1\} \) are the classes labels. \( \mathbf{w} \) and \( b \) are the hyperplane normal vector and the bias term, respectively. \( \xi_i \) are the slack variables which allow for the penalized constraint violation. The cost parameter \( (C) \) is the penalty parameter for controlling the trade-off between maximizing the margin and minimizing the training error. Usually, \( k \)-folds cross validation, is used to estimate the best cost parameter \( (C) \). The optimal hyperplane in Equation (1) can be found based on transforming the primal formulation of SVM to the dual space formulation of the quadratic programming (QP) problem.

\[
\max_{\alpha} \sum_{i=1}^{n} \alpha_i - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \alpha_i \alpha_j y_i y_j \mathbf{x}_i^T \mathbf{x}_j
\]
where \( \alpha = (\alpha_1, \ldots, \alpha_n) \) is the vector of non-negative Lagrange multipliers. By solving the above quadratic optimization problem, \( \alpha_i \) and consequently, \( \mathbf{w}^* = \sum_{i=1}^{n} \alpha_i y_i \mathbf{x}_i \) are obtained. Based on the KKT condition, the bias term is also computed as \( b^* = \frac{1}{SV_s} \sum_{i=1}^{SV_s} (\mathbf{w}^T \mathbf{x}_i - y_i) \), where the \( SV_s \) are the set of support vectors (the observations that their corresponding \( \alpha_i \) are greater than zero). The decision function of SVM is obtained according to the following formula,

\[
f(\mathbf{x}) = \text{sign}(\mathbf{w}^T \mathbf{x} + b^*) = \text{sign}(\sum_{i=1}^{SV_s} \alpha_i y_i \Phi(\mathbf{x}_i) \mathbf{x} + b^*).
\]

Moreover, for the non-linearly separable case, the kernel function \( \Phi(\mathbf{x}_i) = \mathbf{x}_i \cdot \mathbf{x}_j \) can be incorporated to SVM to find an optimal hyperplane in the higher dimensional space. \( \Phi \) maps the data into a higher dimensional space and does not need to be explicitly specified. \( K \) is any desired kernel function that computes the dot product in some higher dimensional feature space \([4,5]\). This function avoid computationally intensive operations. The decision function in the feature space is as follows,

\[
f(\mathbf{x}) = \text{sign}(\sum_{i=1}^{SV_s} \alpha_i y_i K(\mathbf{x}_i, \mathbf{x}) + b^*) = \text{sign}(\sum_{i=1}^{SV_s} \alpha_i y_i K(\mathbf{x}_i, \mathbf{x}) + b^*).\]

However, existence of outlier in the data (called unclean data) is a classical problem in the pattern recognition \([6]\). This presence could sometimes affect the prediction accuracies of the SVM \([7,9,10,11]\) (see Fig.1). The commonly used definition of outliers is provided by Hawkins \([12]\) as “An outlier is an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism”. In the simulation study (Section 4.0), the outliers were generated based on the above definition. To be more specific, in high-dimensional data, there is high chance of the presence of outliers \([13,2,14,15]\). This phenomenon is leading to the violation of independently identically distributed (i.i.d.) assumption, which also causes the decrement of the classification accuracy \([16,17,2,18]\).

It is important to note that, the margin width and consequently generalization ability of SVM directly depends on the \( C \) parameter. The number of noisy points that the model can tolerate during the training phase, is tuned by \( C \) parameter. However, these outlying points related to the misclassified observations, not the data points which are far from the regular observations. Therefore, our proposed method can find the outlying points which cannot be identified by adjusting the margin using the \( C \) parameter.

In this paper, what is necessary to consider is the concept of the margin width. In addition to the classification accuracy, the width of the margin is another criterion for evaluating the performance of SVM. It is the distance between the hyperplane and the nearest point of each class, which is equal to \( \frac{2}{\| \mathbf{w} \|} \). In fact, the greater certainty of correct classification, largely depends on the margin width. The larger margin is leading to gain the higher
generalization ability of the discriminating hyperplane \[19, 5, 4, 20, 21\]. Although classification accuracy is an important criterion for comparing and evaluating the performance of a classifier, in some areas understanding the model is equally important as the classification accuracy. As a result, the transparency of the prediction process is one important requirement for predictors. More details on visualization analysis have been provided in the next section.

The outlier map as a successful graphical outlier detection tool of robust statistics is used in a different field such as linear regression [22], linear principal component analysis [23, 24], and binary classification [2, 25]. Nevertheless, the outlier map in Debruyne [2] can visually identify the abnormal points such as outliers and misclassified points for the high-dimensional data. Our previous work [25] has focused on the low dimensional data structure. We designed a graphical method to identify the outlying and misclassified points by using the minimum covariance determinant (MCD) estimator, which is inherently suitable for the low dimensional data. However, the lack of a method that, in addition to visualizing high-dimensional multi-class data, can create an innovative boundary for the segregation of data in two-dimensional space motivates this work. The other requirements of this method are its significant conformity to the separation boundary created by SVM and the ability to detect outliers. This extension was inspired by Debruyne [2], which is used for the identification of atypical observations in the binary classification problem. In this research, we extended the binary outlier map to the multi-class problem. In fact, the binary outlier map was extended based on two perspectives, which produced two types of segregation criteria with the aim of the outlier and misclassified detection. In respect of the binary outlier map, the vertical line passing through zero is the segregating criteria for the misclassified detection. There is no such thing for the multi-class problem. The most notable part of this research is creating the boundary for segregating the classes of data. To this end, we utilized the simple but functional concept of the confidence interval. Furthermore, the extended outlier map takes the advantage of the Stahel–Donoho outlyingness measure similar to the work of Debruyne [2]. However, due to the non-existence of any theoretical threshold in the binary outlier map [2], the identification of outliers was mainly based upon a visual interpretation and was not truly trustworthy. The difference of our proposed method from Debruyne’s work [2] is producing a criterion (boundary) for recognizing the outliers from the clean data (regular observations) by the employment of the thresholding methods. Different approaches for this technique exist in the literature [26, 27, 28]. But, we used the threshold based on the parametric approach which is explained in Section 3.1.

In short words we can say that the main contribution of the present study is

- extending one visual outlier detection tool from the binary classification to the multi-class problem called the outlier map by using the concept of confidence interval
- proposing theoretical threshold for the sake of precise outlier detection
- gaining insight on different types of outliers.

The rest of the paper is organized in the following manner. Section 2.0 contains three parts, including the overview of visualization analysis, multi-class SVM, and Stahel–Donoho outlyingness measure. Section 3.0 devoted to the construction of the extended outlier map. In Section 4.0, we applied our methods to a simple but illustrative, simulated example and also to a few real data. The detailed experimental results and performance assessment are presented in this section. We have also compared the proposed method with the related work in Section 5.0. Finally, Section 6.0 concludes the paper.

### 2.0 SOME PRELIMINARY CONCEPTS FOR CONSTRUCTING THE ROBUST MULTI-CLASS SVM CLASSIFIER

In this section, we present a background on the visualization of SVM. We also provide a short introduction to the multi-class classification problem and the Stahel–Donoho outlyingness measure. We implement these concepts to design a graphical method for the identification of observations that affect the performance of the multi-class SVM classification, especially for the high-dimensional data.

#### 2.1 Visualization

The background of most visualization methods comes from the exploratory analysis with the invention of the box-plot to detect outliers [29]. Data exploration is still one of the main thrust of modern visualization techniques. A
plethora of visualization technique has been proposed over the last decade by different researchers e.g. [30] [31] [32] [33] [34] [35] [36] [37] [38]. At the same time, some data visualization research has focused specifically on classification issues. The visualization is very helpful in understanding the boundaries between classes, the degree of classes overlapping, as well as the degree of importance of each feature in different classes. The transparent explanatory analysis of the data gives the analyst higher confidence in the interpretation of the relationship between features and classifier, and also the identification of the trends and suspicious patterns in the training phase.

Visualization of the decision boundary is one of the most informative elements of the classification system, which is performed by various researchers. Jakulin et al. [30] presented an approach for visualizing the SVM models by extending one graphical tool called nomograms. They offered further clarification on the impact of the different feature values on the probability that the corresponding sample will be assigned to a specific class. The other category of visualizing SVM is restricted to the projections method that transforms the high-dimensional data into two-dimensional space. Wang et al. [39] attempted to visualize the binary classification results by the employment of self-organizing maps. Moreover, self-organizing maps from unsupervised learning have been used by Hamel et al. [35] to visualize the support vectors and decision surfaces. This method also conveys visually the dependency of the final decision to the data cluster. On the other hand, Caragea et al. [40] deployed the projection-based tour methods to visualize the SVM classifiers with the linear kernel. In addition to the above, Hansen et al. [32] studied the effect of the data futures on the decision surfaces. They visualized the most relevant training sample along with a predicted value to assess the prediction quality. More recently, Barbosa et al. [33] presented a visual kernel-based multi-dimensional projection technique for analyzing kernelized data. Their proposed technique help to determine the effect of kernel choice on the neighborhood structure and SVM decision boundaries. Additionally, a color-based Nomogram is proposed by Van Belle et al. [37]. They also quantify the impact of each feature on the prediction. In other recent literature, Ma et al. [41] proposed a visualization tool EasySVM to facilitate the users in tuning parameters, managing the training data, and extracting rules as a component of the SVM training process.

Another crucial factor that is important to display in addition to the decision boundaries is the outlying points. There are various methods available to visualize the high-dimensional data through dimension reduction. However, some outliers cannot be depictable by such methods [13] [15] [32] [43]. As stated by Onderwater [14], when the dimensionality is reduced by projecting all points onto a line, they might be placed in the middle part of the reduced data. This will lead to a mistaken inference about the nature of the regular observations and the outliers. In other words, outliers might be hidden among regular observations and escape from the detection by the implementation of the dimensionality reduction methods. This will cause problems for applications that rely on the detection of outliers. Based on this statement, a proper tool for visualizing the high-dimensional data is essential.

### 2.2 Multi-class classification

The classification problem involving multiple classes, known as multi-class classification are frequently used in real-world problems. Naturally extending the binary classification technique can efficiently solve many state-of-the-art multi-class classification approaches. Multi-class SVM uses the most popular schemes such as one-vs-all and one-vs-one strategies. In this paper, the one-vs-one strategy (henceforth, abbreviated as OvO) is chosen to construct the extended outlier map.

The goal is to learn a classification rule (decision function $f(x_i)$) from the data such that correctly predicts the class label ($y_i$). The new unseen observations will assign to one of the possible classes. In the OvO reduction approach a set of binary classifiers is trained; each classifier separates a pair of classes while discarding the rest of the classes. This approach transforms a problem with $M$ classes into $L = M(M - 1)/2$ binary classifiers, where each one is trained on the data from two classes. As a result, for each observation, there would be $L$ decision function $f(x_i)$. Subsequently, according to the voting strategy, add a vote for the winning and the class with more votes will be the output. However, for the case with identical votes for two classes, the new unseen observations are simply assigned to the class with the smaller index.

### 2.3 The Stahel–Donoho outlyingness

The Stahel–Donoho outlyingness measure [44] [45] is based on the one-dimensional projection of data on the axis in which the observation is the most outlying. The underlying idea is that every multivariate outlier must be a univariate outlier in some projection. Suppose the set of $n$ observations with $p$ variables denoted by $X$, as an element of $\mathbb{R}^p$. Let $m$ and $s$ be the location and scale functional in $\mathbb{R}^1$. Due to non-robustness of classical estimators to the presence of outliers, they are considered as the median and the median absolute deviation (MAD), respectively [22].
The outlyingness of \( x_i \) with respect to \( X \) can be defined as

\[
\text{outl}(x_i, X) = \sup_{a \in S_p} \left| \frac{a^*x_i - m(a^*X)}{s(a^*X)} \right|, \tag{5}
\]

where \( S_p = \{a : \|a\| = 1\} \) is a set of \( p \) directions in \( \mathbb{R}^p \). According to Zuo [45], the exact computation of the supremum in the outlyingness (Equation (5)) is not feasible. Therefore, a random search algorithm based on sub-sampling is usually used (for more details, see [17], [38], [2]). Further, according to Debruyne [2], the outlyingness measure can be computed in an arbitrary kernel-induced feature space.

### 3.0 EXTENSION OF OUTLIER MAP FOR THE MULTI-CLASS CLASSIFICATION PROBLEM

The extended outlier map similar to its binary version, is a visual method which can simplify the recognition of different types of outlying points. Whether, regarding Hawkins [12] definition, the observation potentially being an outlier or it is a mislabelled point. In the binary outlier map [2] there is not any specified or theoretical criteria to identify what observations qualify as potential outliers. This is upon the user’s opinion to decide an observation as outliers regarding its distance to the bulk of data. Due to the nature of non-precise of detected outliers which rely on the visual perception of the user, the decision will not be realistic. Meaning that, the detected outliers may vary depending on the user’s opinion. By the nature of the outlier map, that is bilaterally capable of detecting anomalous data, its recognition ability is based on two kinds of separation lines namely the “threshold” and “class boundary”. We utilized the thresholding technique for identification of outliers and the concept of confidence interval for recognition of misclassified data which will be explained in the next subsections.

### 3.1 Outlying points recognition criteria

We utilized the thresholding technique to binaries the outlyingness of data. In fact, this technique makes the distinction between data with low outlyingness value (regular data) versus the data with the high amount of outlyingness (outlier). After computing the outlyingness of data based on Equation (5), a discriminating method is required to make a threshold for segregation of outliers from regular data. For this purpose, we used the idea of the thresholding technique which is widely applied in the field of image processing. Thresholding is used in image processing for partitioning an image into a foreground and background. This technique basically discriminates two types of normally distributed object based on the specific criteria. Different approaches for this technique exist but, we used the parametric approach which is proposed by Kittler and Illingworth [49]. In this approach, the probability density function of outlyingness of outliers and regular points (Equation (5)) is estimated to model each class. The Gaussian mixture model is used to model the distribution of the outlyingness of the data. In this method, we assumed that the distribution of the outlyingness of the data is mixture of two normal distribution as \( f_k(x_i; \theta_k) \) for \( k = 1, 2 \) (where \( f_1 \) is related to the outlyingness of the regular points and \( f_2 \) is related to the outlyingness of the outlier points.) with distinct mean \( \mu_k \), standard deviation \( \sigma_k \) and prior probability \( \pi_k \) (where \( \pi_1 + \pi_2 = 1 \) and \( 0 \leq \pi_k \leq 1 \)) as,

\[
f(x_i; \theta) = \pi_1 f_1(x_i; \theta_1) + \pi_2 f_2(x_i; \theta_2), \tag{6}
\]

where,

\[
f_k(x_i; \theta_k) = \frac{1}{\sqrt{2\pi\sigma_k}} \exp\left(-\frac{(x_i - \mu_k)^2}{2\sigma_k^2}\right). \tag{7}
\]

The parameters of this model \( \theta_k = \{\mu_k, \sigma_k\} \) and \( \pi_k \) can be estimated from the training data by an iterative Expectation-Maximization (EM) algorithm.

After estimating the parameters of the above mentioned mixture model, we assumed that the two sub-populations associated with the outlyingness of data can be segregate using the threshold \( T \). This threshold can be defined as follows

\[
\pi_1 f(x_i; \theta_1) < \pi_2 f(x_i; \theta_2); \quad x_i \leq T \tag{8}
\]

\[
\pi_1 f(x_i; \theta_1) > \pi_2 f(x_i; \theta_2); \quad x_i > T. \tag{9}
\]
By applying the logarithmic function on both sides of the Inequalities (8) and (9),

\[
\frac{(x_i - \mu_1)^2}{\sigma_1^2} + \log \sigma_1^2 - 2 \log \pi_1 < \frac{(x_i - \mu_2)^2}{\sigma_2^2} + \log \sigma_2^2 - 2 \log \pi_2; \quad x_i \leq T
\]

(10)

\[
\frac{(x_i - \mu_1)^2}{\sigma_1^2} + \log \sigma_1^2 - 2 \log \pi_1 > \frac{(x_i - \mu_2)^2}{\sigma_2^2} + \log \sigma_2^2 - 2 \log \pi_2; \quad x_i > T.
\]

(11)

The threshold can be obtained by solving the quadratic equation. We can get it by equating both sides of Inequalities (8) and (9) and ignoring the negative answer. \( T \) must satisfy the following equation,

\[ AT^2 + BT + C = 0, \]

(12)

where

\[
A = \sigma_1^2 - \sigma_2^2,
B = 2(\mu_1 \sigma_2^2 - \mu_2 \sigma_1^2),
C = \sigma_1^2 \mu_2^2 - \sigma_2^2 \mu_1^2 + 2\sigma_1^2 \sigma_2^2 \ln \left( \frac{\sigma_2 P_1}{\sigma_1 P_2} \right)
\]

After finding the threshold \( T \), this two sub-population can be segregated based on \( T \), which is represented in Fig. 2 by the vertical line. The thresholding technique is used to identify outliers based on the computed outlyingness (\( \text{out}(x_i) \)). Each observation is classified as outliers if \( \text{out}(x_i) > T \) and vice versa. Therefore, based on the above-mentioned technique, the dataset divided into two parts based on their outlyingness. The major part which is called clean (the regular points) and the rest as the outliers part.

### 3.2 Misclassified points recognition criteria

Besides detection of the outliers, the ability to find the misclassified observations is the other important expected property of outlier map. Therefore, a visual criterion capable of distinguishing the observations which are wrongly classified is required. As mentioned before, due to the chosen OvO scheme, there would be \( L \) (where \( l = 1, \ldots, L \)) set of classifiers output \( f(x_i) \), where \( f(x_i) \) is defined as,

\[
f(x_i) = \sum_{s=1}^{SV} \alpha_s y_s x_i^T + b
\]

(14)

Thus, in order to have a single criterion as the boundary of each class, the suggested method is as follows.

Firstly, for each observation \( x_i \), there is \( L \) classifying function \( f_{ijk}(x_i) \), where \( j \) and \( k \) are different class labels. Such that \( j < k \) (\( j = 1, \ldots, M - 1 \) and \( k = 2, \ldots, M \)). The measure of central tendency is used to give us a single value instead of a set of \( f \). The \( \text{bar} \) notation is used to denote the average over the all set of classifier of each observation \( (x_i) \), which is denoted by \( \bar{f}(x_i) \).

\[
\bar{f}(x_i) = \frac{L}{L} \sum_{i=1}^{L} f_{ijk}
\]

(15)
At this step, there will be a single value for the classifying function corresponding to each observation. Secondly, for the observations of each class, the mean of the respective $\bar{f}(x_i)$ which is obtained from the previous step is computed as follows. Suppose, $x_{im} = \{ x_i | x_i \in m \}$, in which $m = \{1, \ldots, M\}$. Note that, $\bar{f}(x_{im})$ is the mean of the mean of the classifying functions of the observations that belong to the $m$-th class ($\bar{f}(x_{im})$).

$$\bar{f}(x_{im}) = \frac{1}{n_m} \sum_{i=1}^{n_m} f(x_{im}),$$

where,

$$I_m(x_i) = \begin{cases} 1 & \text{for } x_i \in m \\ 0 & \text{for } x_i \notin m. \end{cases}$$

Then, $100(1 - \alpha)$% confidence interval related to the $\bar{f}(x_{im})$ is computed as $[\bar{X}_{\bar{f}(x_{im})} - z_{\alpha/2} \frac{\sigma_{\bar{f}(x_{im})}}{\sqrt{n_m}}, \bar{X}_{\bar{f}(x_{im})} + z_{\alpha/2} \frac{\sigma_{\bar{f}(x_{im})}}{\sqrt{n_m}}]$, in which $\bar{X}_{\bar{f}(x_{im})}$, $\sigma_{\bar{f}(x_{im})}$ and $n_m$ are the corresponding mean, standard deviation and sample size of $\bar{f}(x_{im})$, respectively. Afterward, the classes are reordered by $\bar{f}(x_{im})$. For example, $\bar{f}(1)(x_{im})$ is the class with the lowest $\bar{f}(x_{im})$. In this stage, we can compute the boundary of the classes. Such that the mean of the upper bound of any previous class and the lower bound of its next class is the boundary line of each class.

### 3.3 Extended outlier map

According to the previous Subsections 3.1 and 3.2 we gained the ability to recognize atypical observations such as outlying points and misclassified observations. We can identify misclassified observations with the class boundary and the effective outliers on the SVM by utilizing the related threshold of the outlier map. In the following, we briefly explain the steps involved in making and using the extended outlier map.

First, we computed the outlyingness ($\text{outl}(x_i)$) and the decision function ($\bar{f}(x_i)$) of each observation of the training set. Where, $\text{outl}(x_i)$ is the Stahel–Donoho outlyingness of observation $i$, (using Equation (5)). Then we sketched the scatter plot of outlyingness $\text{outl}(x_i)$ versus the value of the $\bar{f}(x_i)$. Thus, for $i = 1, \ldots, n$, pairs ($\bar{f}(x_i)$, outl($x_i$)) are plotted. Subsequently, we displayed the observations of each class with a specific symbol that is distinct from the other classes. By using Equation (16) we calculated $\bar{f}(x_{im})$ and sort ascendingly, the amounts of $\bar{f}(x_{im})$. After that, we computed the $100(1 - \alpha)$% confidence interval of the corresponding $\bar{f}(x_{im})$ of each class separately. A solid vertical line is added at the mean of the upper and lower bound of $100(1 - \alpha)$% confidence interval of the $\bar{f}(x_{im})$ for any previous class and its next class. Also, we added a solid horizontal line at the produced threshold to the graph for the sake of dividing the outliers from the regular points. We have summarized the above-mentioned steps in the algorithmic format and graphically in Algorithm 1 and Fig. 3.

**Algorithm 1** Extended outlier map algorithm

**Input:** A data matrix $X = [x_1, x_2, \ldots, x_n]^T$, labels vector $y = [y_1, y_2, \ldots, y_n]$

**Output:** A diagnostic plot to detect the outliers and misclassified points

**Algorithm:**

1. Calculate $\text{outl}(x_i, X)$ using Equation (5)
2. Fit a two component Gaussian mixture model to the outlyingness of data
3. Find threshold $T$ using Equation (12)
4. Find the clean portion of data based on $T$
5. Train a SVM model on clean train set using OvO strategy
6. Calculate $\bar{f}(x_i)$ using Equation (15)
7. Plot the obtained amount from previous steps 1 and 6 versus each other
8. Sketch the vertical and horizontal line respectively at the mean of the upper and lower bound of the $100(1 - \alpha)$% confidence interval of $\bar{f}(x_{im})$ (using Equation (16)) for any previous class and its next class and the threshold line $T$.  

---

The clean dataset is utilized to train the SVM classifying function to see whether the detected outliers really affect the performance of SVM or not. For this purpose, the accuracy of classification is calculated on the testing dataset.

We iterated the experiments 100 times. In each iteration, we have drawn the training and a testing set. Such that 70% is chosen for the training set and the remaining of the observation has been assigned to the testing set. Then we calculated and presented the average of the accuracy obtained in each iteration. In all the examples of this paper, 10-fold cross-validation was used to optimize parameter $C$. According to Debruyne [2], the linear kernel has been used, due to the high-dimensional structure of the data sets in this study.

### 4.0 EXPERIMENT ON THE VISUALIZATION OF SVM RESULTS

In this section, a simulation study was carried out to assess the performance of the extended outlier map. Apart from that, some real-world datasets are used to test the performance of the proposed method.

#### 4.1 Simulation study

We are mostly interested in generating a simple multi-class high-dimensional example. The classes labelled as I, II and III. Two different scenarios are considered to check the performance of the proposed method. Thirty-three observations were generated from a multivariate Gaussian distribution $MV N(\mu, I_p)$ for each class, where $p = 70$ and $\mu_1 = -3$ (for class I), $\mu_{11} = 0$ (for class II) and $\mu_{111} = 2$ (for class III). In the next step, some observations substituted to illustrate several types of outliers such as outlying and mislabelled data. Therefore, in the first scenario, a small portion of data is substituted by the generated outliers from $MV N(\mu^*, I_p)$. Where $\mu^*$ and $\mu^*_{111}$ are equal $-6$ and 5, respectively. As, it is evident from the indices, $\mu^*$ and $\mu^*_{111}$ are the mean of the contaminated observation of the first and third classes. The second scenario is a combination of the existence of the mislabelled and outlying points. These scenarios are presented in Table 1.

<table>
<thead>
<tr>
<th>Case</th>
<th>Tot. no. of obs.</th>
<th>Class I</th>
<th>Class II</th>
<th>Class III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Label</td>
<td>Mean</td>
<td>Total</td>
<td>Label</td>
</tr>
<tr>
<td>Contaminated</td>
<td>99</td>
<td>I</td>
<td>$\mu_i$</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mislabeled-Contaminated</td>
<td>99</td>
<td>I</td>
<td>$\mu_i$</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Obviously, from Fig. 4(a) the extended outlier map detects two outlying observations in the first class; and three outliers in the third class.

The second part of the simulation study devoted to the presence of the mislabelled and outlying observation, simultaneously. According to Fig. 4(b), there are two mislabelled observations in the first class. The existence of the homogeneous observations is shown in the second class, while in the third class, the presence of the two types of outliers (misclassified and outlying observations) is visible.

As previously mentioned, due to the improvement of the generalization capacity of SVM, the separation hyperplane with the largest margin is desired. With OvO strategy of the multi-class, there are $L$ binary classifiers and consequently $L$ set of normal vectors ($w$). Therefore, in order to have a comparison criterion, we take the average over all the margins.

For the sake of the comparison, the criterion for the datasets including outliers calculated. Later on, the criterion will present after omitting the detected outliers by the extended outlier map. The criterion before omitting the detected outliers for the contaminated and mislabelled-contaminated are respectively equal to 38.18 and 22.10 which is equal to 38.18 and 37.92 after outlier removal.

It is worth noting that, for the contaminated data this criterion does not change, due to the non-existence of any
misclassified observations and; but, it increased for the second scenario. Therefore, the wider separation area is leading to gain the better generalization ability.

![Plot of the Stahel–Donoho outlyingness versus the value of the classifier](image)

**Fig. 4:** The plot of the Stahel–Donoho outlyingness versus the value of the classifier for contaminated (a) and mislabelled–contaminated data (b).

### 4.2 Real-world data examples

We used some benchmark datasets to evaluate the performance of the extended outlier map. Fisher’s Iris data, Leukemia cancer (MLL), Lung cancer, Gastric cancer, Small-blue-round-cell (SRBCT) tumor and Glioblastoma cancer are the respective datasets that are publicly available. These datasets and their characteristics are presented in Table 2. As shown in Fig. 4 and Fig. 5, the outlying points are recognizable by the respective threshold of each outlier map. The misclassified observations in each plot are also clear based on their different relevant symbol and color.

**Table 2:** The benchmark dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>No. of observation</th>
<th>No. of features</th>
<th>No. of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fisher’s Iris</td>
<td>150</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Leukemia cancer (MLL)</td>
<td>56</td>
<td>12582</td>
<td>3</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>34</td>
<td>10541</td>
<td>3</td>
</tr>
<tr>
<td>Gastric cancer</td>
<td>30</td>
<td>4522</td>
<td>3</td>
</tr>
<tr>
<td>Small-blue-round-cell (SRBCT) tumor</td>
<td>83</td>
<td>2308</td>
<td>4</td>
</tr>
<tr>
<td>Glioblastoma cancer</td>
<td>50</td>
<td>12625</td>
<td>4</td>
</tr>
</tbody>
</table>

**Thresholding:**  Fig. 6 shows the corresponding produced threshold for the simulated and real dataset. There is no visual method able to recognize the atypical points in high-dimensional multi-class data. Thus, we have only presented our results.

Note that it is not our aim to compare the classifier’s accuracies but rather to visualize high-dimensional multi-class data, which leads to the identification of outlying observations. Nevertheless, the accuracy criterion in Table 3 and the average margin width in Table 4 show the significance of the outlier identification by improving the classification results. The increase of margin width and classification accuracy after omitting the detected outliers by the extended outlier map on the simulated and real data illustrated that our proposed visual method satisfies the claims. Obviously, if we mistakenly considered clean data instead of outlying points, the classification accuracy would be reduced as the sample size decreased. Recalling from the SVM theory, the classification decision has been made based on a small part of the data named the support vectors placed in the margin boundary. The changing of one of them will necessarily change the margin and the decision boundary of the model. Therefore, reducing the number of non-SVs train data will not affect the SVM model. Especially when linear kernels are used for the classification, the SVs make up a small percentage of the data. Even if it includes some SVs, reducing the amount of data is still not significant, as confirmed by not reduction of the model accuracy.

The confusion matrix was computed to verify the performance of the extended outlier map from the perspective of misclassified identification. Regarding the simulated data, the number of generated mislabelled points exactly

Fig. 5: The plot of the Stahel–Donoho outlyingness versus the value of the classifier for the Iris, MLL, Lung, Gastric, SRBCT and Glioblastoma data.
Fig. 6: Simulated and real data approximated by two Gaussian distribution and partitioned based on the produced threshold
According which is applied in a couple of consecutive stages. The first criterion is the Stahel-Donoho outlyingness measure, also possible scheme, based data proposed purpose on results SVM's is as as to segregate the multi-class exactly real outliers, which are similar to Debruyne’s work [2], are based on the user's opinion, and no theoretical criteria and the second is the thresholding technique. Among the references, only references [40] and [41] have considered of outliers on the classification system. The second important element of our method is identifying outlying data, quantification of the impact of each feature on the prediction, while the extended outlier map deals with the effect outlier map is designed for the multi-class classification problem. Furthermore, the existing methods focused on the in all these methods, and the multi-class problem is not addressed. The most notable difference is that the extended function boundaries and functionality. In the proposed method, the separator boundaries are, in fact, a function of the decision methods. One distinct difference between the proposed method and the existing methods is related to separator literature, this work attends to present a visual tool with some specific differences and purpose from the existing have categorized them in terms of perspective and specific usage. In contrast with the approaches found in the literature, this work attends to present a visual tool with some specific differences and purpose from the existing methods. One distinct difference between the proposed method and the existing methods is related to separator boundaries and functionality. In the proposed method, the separator boundaries are, in fact, a function of the decision function \( f(x) \), which is tried to be as close as possible to the separator boundaries of SVM. In contrast, the existing methods have illustrated the boundaries of SVM separators. It should be noted that the binary problem is considered in all these methods, and the multi-class problem is not addressed. The most notable difference is that the extended outlier map is designed for the multi-class classification problem. Furthermore, the existing methods focused on the quantification of the impact of each feature on the prediction, while the extended outlier map deals with the effect of outliers on the classification system. The second important element of our method is identifying outlying data, which is applied in a couple of consecutive stages. The first criterion is the Stahel-Donoho outlyingness measure, and the second is the thresholding technique. Among the references, only references [40] and [41] have considered the outliers, which are similar to Debruyne’s work [2], are based on the user’s opinion, and no theoretical criteria have been proposed for outlier detection. Moreover, unlike references [30] [39], our proposed method can deploy any kind of kernel. Nonetheless, most of the existing classification algorithms [51] [57] [59] required the pre-processing step to reduce the dimensionality. The other advantages of our proposed method are needless of any pre-processing steps such as dimensionality reduction. The similarity of the extended outlier map and existing methods [41] is their

Table 3: Mean(standard division) of the classification accuracy obtained without (with) outlier omission based on the result of the extended outlier map.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Without outlier omission</th>
<th>With outlier omission</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contaminated</td>
<td>100.00 (0.01)</td>
<td>100.00 (0.01)</td>
</tr>
<tr>
<td>Mislabeled–Contaminated</td>
<td>76.67 (0.05)</td>
<td>96.67 (0.04)</td>
</tr>
<tr>
<td>Fisher’s Iris</td>
<td>93.33 (0.06)</td>
<td>95.56 (0.08)</td>
</tr>
<tr>
<td>Leukemia cancer (MLL)</td>
<td>81.82 (0.05)</td>
<td>90.91 (0.33)</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>63.64 (0.07)</td>
<td>81.82 (0.02)</td>
</tr>
<tr>
<td>Gastric cancer</td>
<td>54.54 (0.15)</td>
<td>63.64 (0.04)</td>
</tr>
<tr>
<td>Small-blue-round-cell (SRBCT) tumor</td>
<td>90.12 (0.02)</td>
<td>92.57 (0.03)</td>
</tr>
<tr>
<td>Glioblastoma cancer</td>
<td>72.08 (0.05)</td>
<td>73.33 (0.03)</td>
</tr>
</tbody>
</table>

Table 4: The percentage of detected outliers by the extended outlier map and the average of margins width before and after outlier removal.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Margin Without outlier</th>
<th>Percent of detected outliers</th>
<th>Margin With outlier</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contaminated</td>
<td>38.18</td>
<td>0.07</td>
<td>38.18</td>
</tr>
<tr>
<td>Mislabeled-Contaminated</td>
<td>22.10</td>
<td>0.08</td>
<td>37.92</td>
</tr>
<tr>
<td>Fisher’s Iris</td>
<td>2.89</td>
<td>0.20</td>
<td>3.11</td>
</tr>
<tr>
<td>Leukemia cancer (MLL)</td>
<td>535468.2</td>
<td>0.06</td>
<td>655776.17</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>342117.02</td>
<td>0.13</td>
<td>399043.90</td>
</tr>
<tr>
<td>Gastric cancer</td>
<td>325386.31</td>
<td>0.30</td>
<td>337777.82</td>
</tr>
<tr>
<td>Small-blue-round-cell (SRBCT) tumor</td>
<td>60.97</td>
<td>0.32</td>
<td>64.36</td>
</tr>
<tr>
<td>Glioblastoma cancer</td>
<td>72.08</td>
<td>0.12</td>
<td>73.33</td>
</tr>
</tbody>
</table>

5.0 COMPARISON TO THE RELATED WORK

In this section, we attempted to summarize the relevant research and compare our proposed method with them. We have categorized them in terms of perspective and specific usage. In contrast with the approaches found in the literature, this work attends to present a visual tool with some specific differences and purpose from the existing methods. One distinct difference between the proposed method and the existing methods is related to separator boundaries and functionality. In the proposed method, the separator boundaries are, in fact, a function of the decision function \( f(x) \), which is tried to be as close as possible to the separator boundaries of SVM. In contrast, the existing methods have illustrated the boundaries of SVM separators. It should be noted that the binary problem is considered in all these methods, and the multi-class problem is not addressed. The most notable difference is that the extended outlier map is designed for the multi-class classification problem. Furthermore, the existing methods focused on the quantification of the impact of each feature on the prediction, while the extended outlier map deals with the effect of outliers on the classification system. The second important element of our method is identifying outlying data, which is applied in a couple of consecutive stages. The first criterion is the Stahel-Donoho outlyingness measure, and the second is the thresholding technique. Among the references, only references [40] and [41] have considered the outliers, which are similar to Debruyne’s work [2], are based on the user’s opinion, and no theoretical criteria have been proposed for outlier detection. Moreover, unlike references [30] [39], our proposed method can deploy any kind of kernel. Nonetheless, most of the existing classification algorithms [51] [57] [59] required the pre-processing step to reduce the dimensionality. The other advantages of our proposed method are needless of any pre-processing steps such as dimensionality reduction. The similarity of the extended outlier map and existing methods [41] is their
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Table 5: Confusion table for the Contaminated, Mislabeled–Contaminated, Iris, MLL, Lung, Gastric, SRBCT and Glioblastoma data.

(a) Contaminated

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>23</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fitted</td>
<td>0</td>
<td>23</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>0</td>
<td>23</td>
</tr>
</tbody>
</table>

(b) Mislabeled–Contaminated

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitted</td>
<td>2</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>0</td>
<td>16</td>
</tr>
</tbody>
</table>

(c) Iris

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fitted</td>
<td>0</td>
<td>49</td>
<td>1</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>0</td>
<td>50</td>
</tr>
</tbody>
</table>

(d) MLL

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>22</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>Fitted</td>
<td>0</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>1</td>
<td>27</td>
</tr>
</tbody>
</table>

(e) Lung

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fitted</td>
<td>2</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>1</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

(f) Gastric

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>9</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Fitted</td>
<td>0</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>

(g) SRBCT

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>15</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fitted</td>
<td>0</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>0</td>
<td>13</td>
<td>1</td>
</tr>
<tr>
<td>IV</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>20</td>
</tr>
</tbody>
</table>

(h) Glioblastoma

<table>
<thead>
<tr>
<th></th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>10</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fitted</td>
<td>2</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>III</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>IV</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>7</td>
</tr>
</tbody>
</table>

incorporation ability to other classifiers. Obviously, the proposed method is only an approximate solution, and there is no real solution to visualize the high-dimensional data in only two-dimensions.

6.0 CONCLUSION

In this paper, we aimed at generating a visual boundary for the multi-class classification problem that is close to the SVM boundary as much as possible. To this end, we have proposed an extended outlier map for the multi-class support vector machine classification. The strength of this study is producing two types of boundaries. The proposed boundaries have the ability to recognize misclassified and outlying points. For this purpose, the confidence interval and the thresholding methods are deployed. If the extended outlier map implies the homogeneity of the classes, the analysis can be safely conducted without fear of the outlier’s effect. Otherwise, the analyst may attempt to delete or modify the outliers depending on the problem. It is important to know that by removing the true outliers, the SVM margins width, as well as the classification accuracy, increased. This visual diagnostic tool as the preprocessing operation can incorporate with other multi-class classifiers such as random forest or boosting the classification methods with little modification to gain higher classification accuracy. To the best of our knowledge, no other visual methods were found to deal with the issue of outlier detection in high-dimensional multi-class classification problems using SVM classifier.
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