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ABSTRACT

Model merging addresses the problem of combining information from a set of models into a single one. This task is considered to be an important step in various software engineering practices. When many (more than two) models need to be merged, the most practiced technique is to perform the merge in a pairwise way, without considering the order of merging. The problem with this technique is that the resulting quality is not guaranteed because it is influenced by such an order. In this paper, we propose a pairwise approach for model merging aiming to provide better results by taking into account the order of merging. This approach proposes to combine models in an iterative process until obtaining only one model. At each iteration, we first compare each pair of models in order to measure the similarity between them and to identify the correspondences between their component elements. This is performed using two heuristic-based operators respectively named compare and match. After that, we identify the most similar pairs of models and merge them using a proposed operator. We have implemented our approach as tool support called 3M and evaluated it on a set of case studies.
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1.0 INTRODUCTION

With the increased adoption of MDE (Model-Driven Engineering) [1] in industry, model merging is becoming one of the indispensable tasks in different software engineering activities. Indeed, models are frequently developed independently by eventually different teams. Therefore, it will be necessary for many situations to combine a set of models into a single one to get a unified perspective over them, to capture the relationships, and to understand the interactions between them. The combination aims also to carry out diverse types of analysis like synthesis, verification, and validation [2] [3]. Model merging is usually used to resolve conflicts that occur when integrating independently developed modules into a single project [4] [5], but it is also used in diverse other domains. For example, model merging is used to build a global ontology from a set of local ones in the ontology research field [6], and to merge conceptual database schemas in the database field [7]. In Software Product Line Engineering (SPL) [8], model merging is considered as a fundamental step when a set of similar product variants need to be migrated into a model-based Software Product Line (SPL) [9]. In the literature, model merging is defined as the process of combining information from two or more models into a single one [4] [9], and it is commonly implemented through the three following operators: compare, match and merge [10] [11]. The first and the second operators are used to detect relationships between models, while the third one is used to combine them into a single model [12].

Numerous approaches for model merging have been proposed in the literature, most of which make assumptions about the types of models to be merged or focus on only a sub-problem of model merging like model comparison. For example, the authors in [13] and [14] concentrate on the comparison of UML models. In [2] and [12], the authors address the problem of matching and merging Statecharts models. Kpodjedo et al. [15] study the problem of detecting many-to-many matches in diagrams. Other existing work [16] [17] [18] propose solutions for merging EMF (Eclipse Modeling Framework) models [19], Rubin et al. [9] propose a solution for model merging which consists of simultaneously processing all input models. The vast majority of these approaches have focused only on merging a pair of models. However, several software development activities like, for example, model versioning [20] [21] [22] and Software Product Lines [10] [23] [24] [25] require combining many models. To do this, models are often merged in a pairwise way, i.e., the input models are merged progressively, by combining only two models at a time, without considering the order of merging. This solution does not provide any guarantee on the quality of results, which depends on the order of merging [9]. The merge quality is the ability to matching the elements of models that are more similar to each other. To the best of our knowledge, the approach described in [9] is one of the rare works that provides a solution to deal with many (more than two) models and takes into account the quality of merge. It focuses only on the
matching problem and proposes to simultaneously treat all input models. This approach has limited applicability to models with a relatively simple representation. In the case of complex models, it becomes very difficult to process simultaneously the set of input models, especially with the presence of references between the elements of models.

In this context, we address in this paper the following question: How can we obtain the best quality results when merging a set of models in a pairwise way? Our main idea is to consider the order of merging the input models to obtain better results. This work extends and refines our previous work [26] by proposing a more refined implementation of the three operators seen above (compare, match and merge), and using a generic representation of models. In this representation, each model contains a set of elements, and each element contains other elements (its sub-elements) or values. To this end, we make the following contributions:

- An implementation of the three operators: compare, match, and merge. This allows for processing a pair of models. The first and the second operators are heuristic-based and allow to identify correspondences between the elements of a pair of models, and between the sub-elements of a pair of elements. We use two heuristics including typographic and linguistic similarities between the vocabularies of different models. As we aim to improve the quality of results, we try here to combine each element with the most similar to it using the Hungarian method [27]. The merge operator is not heuristic-based and uses the result of the two previous operators to obtain the merged model.
- An algorithm for processing a set of models. Our main idea to improve the quality of results is to combine, as much as possible, the most similar pairs of models. Thus, we propose to iteratively merge the set of input models by repeating the following steps: We firstly compare input models to assign a similarity degree for each pair of them. Then we combine a subset of these pairs such that the sum of their similarity degrees is maximal based on an implementation of the Edmond's algorithm [28].
- Implementation and evaluation. We implemented, and evaluated our approach by applying it on a set of UML models. This implementation is freely available as an open source project on GitHub platform.

The remainder of this paper is organized as follows: Section 2 presents a motivating example. Section 3 outlines some basic concepts of model merging and gives some preliminary definitions. Our approach for model merging is presented with more details in Section 4. Tool support for this approach is described in Section 5. In Section 6, we evaluate our approach and discuss its advantages and limitations. In Section 7, we present related work. Finally, in Section 8, we conclude the paper and give an outlook on our future work.

### 2.0 MOTIVATING EXAMPLE

To motivate our work, we use the simple example of UML models presented in Fig. 1(a). This example has been inspired by [9] [26]. It contains three models respectively denoted by $M_1$, $M_2$, and $M_3$. Each model contains a set of elements and each element contains a set of sub-elements, where the elements are classes and the sub-elements are their attributes. For example, $M_1$ contains one element, the University class, while $M_2$ contains two elements, the School and Student classes. The University class contains three sub-elements: the class name which has the value University, and the name and address attributes. To simplify the manipulation of these models, and as illustrated in Fig. 1(b), we assign a unique identifier to each element (The number in brackets in the bottom right of the element) and each sub-element (The number in square brackets before the sub-element name).

The first step toward merging a set of models is to compare them to measure the similarity between them. The comparison result between the three models $M_1$, $M_2$, and $M_3$, is shown in Fig. 1(b). Every two elements belonging to two different models are connected by a line labelled by the similarity degree between them. Similarly, every two models are connected by a dashed line labelled by the similarity degree between them. In Section 4, we present more details on how to calculate the similarity degree between a pair of elements and between a pair of models.

---

1 The web-based Git version control repository hosting service, https://github.com
As mentioned in [9] and in [26], there are different possibilities to merge a set of models and each of them may produce a result different from the others. For example, Fig. 2 presents the four possible models obtained by merging the three models of Fig. 1. These models are respectively denoted by $RM_1$, $RM_2$, $RM_3$, and $RM_4$. Each merge is distinguished from the others by how it combines the elements of the input models. For example, $RM_1$ which contains two elements designated respectively (1, 2) and (3, 4) is obtained by combining element 1 with element 2, and element 3 with element 4, while $RM_2$ is obtained by combining element 1 with element 3, and element 2 with element 4.
The sub-elements that appear in blue in Fig. 2 are sub-elements shared by at least two original elements. Comparing the first and the second merges (The merge producing \(RM_1\) and the one producing \(RM_2\)), it is obvious that the first one is better than the second one because it lets to combine the elements, which are the most similar to each other. More precisely, the first merge produces more shared sub-elements than the second one. The quality of a merge is measured using a weight such that the higher it is, the better the quality of the merge. We present in Section 3 how to assign a weight to a merge. Here are the weights of the merges that produce the four models of Fig. 2: 0.62, 0.16, 0.22, and 0.31. The first merge is best since it has the greatest weight.

In order to better understand the factors that influence the merge quality, we present below with details three possibilities to merge the three models of Fig. 1 in a pairwise way:

1. In the first step, we merge \(M_1\) with \(M_2\) by combining the elements 1 and 2. This produces a model with two elements (1, 2) and 3. After that, we merge the resulting model with \(M_3\) by combining the elements 3 and 4 to obtain \(RM_1\).
2. In the first step, we merge \(M_1\) with \(M_2\) by combining the elements 1 and 3. This produces a model with two elements (1, 3) and 2. Then, we merge the resulting model with \(M_3\) by combining the elements 2 and 4 to obtain \(RM_2\).
3. In the first step, we merge \(M_1\) with \(M_2\) by combining the elements 1 and 4. This produces a model with one element (1, 4). Finally, we merge the resulting model with \(M_3\) by combining the elements (1, 4) with 3 to obtain \(RM_3\).

As can be observed, the result and therefore the quality of a merge depend on two factors:

- The order of merging the input models: merging \(M_1\) with \(M_2\), then merging the result with \(M_3\) is different from merging \(M_1\) with \(M_3\), then merging the result with \(M_2\).
- The way in which the elements of a pair of models are matched: When we merge \(M_1\) and \(M_2\) by combining element 1 with element 2 does not give the same result as merging them by combining element 1 with element 3.

The approach presented in this paper aims to improve the merge quality by taking into account the two previous factors. Before presenting our approach in Section 4, the next section discusses model merging and the related concepts.

3.0 BACKGROUND AND PRELIMINARY DEFINITIONS

We present in this section some basic concepts of model merging and some preliminary definitions, which are necessary for the comprehension of our approach. First, we define the concept of model merging in which a model is assumed to be represented as a set of elements. Next, we briefly present different categories of model merging approaches. Then, we present the concept of a tuple and show how to assign a similarity degree to a given tuple. This concept is involved when merging many (more than two) models in addition to the concept of a pair of elements manipulated when merging a pair of models. After that, we present the concept of tuple match which is a way of structuring the elements of a set of models in tuples. Finally, we describe how to measure the quality of a merge.

3.1 Background on Model Merging

3.1.1 Definition

Model merging is a technique that aims to combine a set of models to provide a single model [4] [9]. It is defined as a process that involves three steps respectively performed using the following three operators: compare, match, and merge [9] [10] [11].

- The compare operator compares a pair of models to calculate the similarity between their elements. As result, it assigns for each pair of elements a number between 0 and 1 representing the similarity degree between them.
- The match operator allows deciding whether an element is the same as another one or not based on the result of the compare operator.
- The merge operator allows combining the elements of a pair of models to obtain a single model based on the result of the match operator.

3.1.2 Classification of Model Merging Approaches
Model merging approaches are classified into two and three-way approaches. They are also classified into state-based and change-based approaches.

**Two-Way or Three-Way Merging:** Two-way merging approaches merge two versions of a model regardless of their ancestor. By contrast, three-way merging approaches perform the merge by exploiting the information of the common ancestor [22].

**State-Based, Change-Based, or Operation-Based Merging:** State-based merging approaches combine the elements of two model versions using only the information about the states of the models. By contrast, change-based merging approaches exploit also the information about changes that have been made during the evolution of the model. Operation-based merging is a subcategory of change-based merging, in which changes are modeled in the form of operations [22] [29].

The approach presented in this paper is a two-way and a state-based approach, because the information about the common ancestors of models and the changes that brought models into their current states are not considered.

### 3.2 Preliminary Definitions

#### 3.2.1 Tuple of Elements

Let $M = \{M_1, M_2, \ldots, M_n\}$ be a set of models and let $E_M$ be the set of all elements of $M$ which is defined as follows:

$$E_M = \bigcup_{i=1}^{n} E_i$$

where $E_i$ represents all elements of the model $M_i$. A tuple [9] of elements (or tuple for simplicity) denoted by $t$ is defined as a non-empty subset of $E_M$. If a tuple does not contain two elements from the same model, it is said to be valid. Formally:

$$\forall (e_1, e_2) \in t^2, \forall (M_1, M_2) \in M^2, (e_1, e_2) \in M_1 \times M_2 \Rightarrow M_1 \neq M_2$$

The two sets of elements $\{1, 2\}$, and $\{1, 2, 4\}$ of Fig. 1 represent two examples of valid tuples respectively denoted by $(1, 2)$ and $(1, 2, 4)$. However, the set of elements $\{1, 2, 3\}$ is not a valid tuple because it contains two elements, 2 and 3, which belong to the same model $M_5$.

#### 3.2.2 Similarity Degree of Tuples

A similarity degree (a value between 0 and 1) is assigned to each tuple using the formula 3, which assumes that each model is represented as a set of elements, and each model element contains a set of sub-elements. Furthermore, it assumes that the relationship between a sub-element and its parent element is indicated by a role. For example, in the models illustrated in Fig. 1, the role Class name indicates the relationship between the sub-element 1 and the element 1, while the role Class attribute indicates the relationship between the sub-element 2 and the element 1. A criterion is defined for each role and a weight is assigned to each criterion. Table 1 gives an example of roles and their corresponding criteria for the UML class diagram. Formula 3 assigns the zero value to each invalid tuple and to each tuple containing a single element.

$$S(t) = \sum_c w_c \times S_c(t)$$

$S(t)$ is the function that calculates the similarity degree of the tuple $t$, $w_c$ is the weight of the criterion $c$, and $C$ is the set of criteria defined for the elements of the model where $\sum_c w_c = 1$.

<table>
<thead>
<tr>
<th>Table 1: Example of roles and criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role</td>
</tr>
<tr>
<td>Class name</td>
</tr>
<tr>
<td>Class attribute</td>
</tr>
</tbody>
</table>

$S_c(t)$ represents the function that calculates the similarity degree of the tuple $t$ considering only the sub-elements that correspond to the criterion $c$. The value of $S_c(t)$ is calculated using the following formula which has been inspired by the work of Rubin et al. [9].
we have 3 elements in the tuple which are 1, 3, and 4), n = 3 (there are 3 models). For the criterion similarity of class attributes, both \( d_2 \) and \( d_4 \) are equal to 1, because there is one sub-element (email) that appears twice, and one sub-element (name) that appears thrice in the tuple, and \( \pi(1, 3, 4) = \{(\text{name, address, email, surname})\} = 4 \). As a result, we have: \( \text{Similarity of class attributes} = 0.36 \). In the same way, we calculate the similarity degree for the criterion similarity of class names, which is equal to 0.22. Finally, using the criteria weights of Table 1 and the formula 3, we obtain the similarity degree of the tuple (1, 3, 4), which is equal to 0.31.

### 3.2.3 Tuple Match

Let \( M \) be a set of models and let \( E_M \) be the set of all its elements defined using the formula 1, a tuple match (or a match for simplicity) denoted by \( H \) is defined on \( M \) as any set of tuples that satisfies the following properties [9]:

(a) Each tuple of \( H \) contains a subset of \( E_M \).

(b) The tuples of \( H \) are all valid.

(c) The tuples of \( H \) are all disjoint, i.e., \( \forall (t_1, t_2) \subseteq H^2, t_1 \cap t_2 = \emptyset \).

(d) \( H \) is maximal, i.e., the two previous properties (b) and (c) will be violated, if we add any additional tuple to \( H \).

For example, the two tuples (1, 2) and (3, 4) of Fig. 1 represent a tuple match denoted by \(((1, 2), (3, 4))\). But the tuple (1, 4) does not represent a tuple match because we can increase it by the tuple (2) or (3).

A similarity degree is assigned to \( H \) using the following formula [9]:

\[
S_H(t) = \sum_{t \in H} S(t)
\]  \hspace{1cm} (5)

where \( t \) represents a tuple, and \( S \) is the function that calculates the similarity degree of tuples (see formula 3).

The four possible tuple matches of the models of Fig. 1 and their similarity degrees are presented in Table 2.

<table>
<thead>
<tr>
<th>Table 2: Example of matches and their similarity degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>Match number</td>
</tr>
<tr>
<td>---------------</td>
</tr>
<tr>
<td>Match</td>
</tr>
<tr>
<td>Similarity degree</td>
</tr>
</tbody>
</table>

Each tuple match represents a possibility of merging the set of input models to obtain a single one (each tuple match corresponds to a resulting model). For example, the four models of Fig. 2 are obtained by merging the three models of Fig. 1 according to, respectively, the four tuple matches of Table 2 (the match number \( i \) in Table 2 corresponds to the model \( RM_i \) in Fig. 2).

### 3.2.4 Quality of Merge

Similarly to [9], we measure the quality of a merge using a weight, which is equal to the similarity degree of the corresponding tuple match. The higher the weight value of a merge, the more it is considered a good merge. For example, the weight value of the merge producing the model \( RM_i \) is equal to 0.62. It is the best merge because it has the largest value of weight. Measuring the merge quality using a weight will be useful to evaluate our proposed approach in Section 6.

### 4.0 OUR APPROACH

In this section, we present our pairwise approach for merging a collection of similar models. This approach aims mainly to enhance the resulting quality by considering the order of merging the input models, and the way of matching the elements of each pair of models. This is achieved by trying as much as possible to combine each model with the one that is most similar to it, and each element with the element that is most similar to it. The input models are merged...
using an iterative process, which is repeated until obtaining a single model, and which includes two basic steps: First, we compare each pair of models using our implementation of the compare and match operators. This allows measuring the similarity between every two models and identifying the best matching between their elements. In the second step, we identify the most similar pairs of models and then use our implementation of the merge operator to merge each of them.

In the rest of this section, before detailing our model merging algorithm (the algorithm that implements our approach), we first describe how we represent models. Then, we present our implementation of the three operators: compare, match, and merge, which are used by the model merging algorithm to handle each pair of models.

4.1 Model Representation

We present in this section our representation of models, which has been inspired by the one used in [10] and XMI (XML Metadata Interchange) principles [30]. We define a model as a tree, where the root corresponds to the model, and the rest of the nodes correspond to the elements of the model. Each edge in the tree corresponds to a composite relationship either between the model and one of its first-level elements or between an element and one of its sub-elements. Each element has a unique identifier, a type, and a role indicating the type of relationship that connects it to its parent. As an example, Fig. 4 shows a partial representation of the simple UML model presented in Fig. 3.

![Fig. 3: A simple UML model](image)

The types and the roles are defined depending on the type of the model. For example, for the UML class diagram, the set of types includes Class, Attribute, Operation, Parameter, String, Reference, etc. The set of roles includes: Class, Class name, Class attribute, Class operation, Attribute name, Attribute type, Operation name, Parameter, Parameter type, etc.

The element whose type has no owned properties, like for example, String or Reference is called atomic. The atomic elements represent the leaves of the tree, and each of them has its own value. The elements of other types, like for example, Class or Attribute, are called compound elements. The values of compound elements are obtained based on the values of their sub-elements.

Thanks to the type Reference, an element can play several roles at the same time. For this, the element of reference type carries the identifier of the referenced element and thus enabling it to play its role. For example, in Fig. 4, element 18 which is of reference type has a value equal to the identifier of element 1. Since it plays the parameter type role of element 16, element 1 plays also this role in addition to the class role.

To make it possible to represent the result of the merge, it is necessary for an element to have multiple attributes with the same role. For example, a class or an attribute in a UML class diagram can have more than one name. For this, we represent each element attribute as an element with its own identifier.

In order to apply the same treatment to different elements with similar characteristics, and consequently make model representation more generic, the elements are classified into the following categories:

- **Unordered-compound** elements: includes compound elements that are connected to their parents in any order, such as classes, class attributes, and class operations.
- **Ordered-compound** elements: includes compound elements that are connected to their parents according to an order, such as java method parameters. The elements of this category are represented by empty circles and each of them contains an attribute indicating its order. For instance, element 16 in Fig. 4 illustrates this category.

---

\(^2\) The element whose identifier is equal to 18
— *Same-attribute* elements: includes atomic elements that represent the same attribute in the parent element but have different values, such as different names of a class, an attribute, or an operation in a UML class diagram. The elements of this category are represented by filled circles (see Fig. 4).

![Fig. 4: Example of our model representation](image)

### 4.2 Implementation of Compare and Match Operators

This section presents how to implement the *compare* and *match* operators. These two operators are applied to a pair of models in order to measure the similarity between them and to identify the best matching between their elements. A similarity function assigns a similarity degree (a number between 0 and 1) to each pair of models based on a set of user-defined criteria. The user defines a criterion and its weight (a value between 0 and 1) for each element role. Table 3 presents an example of criteria for a UML class diagram. The similarity function is defined by the following formula:

$$ S_M(M_1, M_2) = \sum_{c \in C} w_c \times \text{compareAndMatch}_c(E_1, E_2) $$  \hspace{1cm} (6)

where $M_1$ and $M_2$ represent the two models to be compared, $C$ represents the set of criteria, and $w_c$ represents the weight of the criterion $c$, where $\sum_{c \in C} w_c = 1$. $E$ represents the set of all elements whose role corresponds to the criterion $c$ in the model $M$. For example, according to Table 3, the similarity between a pair of UML class diagrams is calculated using only the criterion *similarity of classes* as follows: $S_M(M_1, M_2) = \text{compareAndMatch}_\text{similarity of classes}(C_1, C_2)$ where $C_1$ and $C_2$ contain respectively all classes of $M_1$ and $M_2$. The next section gives more details about the function *compareAndMatch*.

<table>
<thead>
<tr>
<th>Element role</th>
<th>Criterion</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>Similarity of classes</td>
<td>1</td>
</tr>
</tbody>
</table>

### 4.3 Compare and Match Function

The *compareAndMatch* function accepts as input two sets of elements (respectively denoted by $E_1$ and $E_2$) having the same role. It identifies the matched pairs of elements and measures the similarity degree (a value between 0 and 1) between $E_1$ and $E_2$. For this, we firstly compare the elements of $E_1$ and $E_2$ in a pairwise way. Then, we identify the matched pairs of elements. A pair of elements is considered to be matched if the first element and the second one are considered to be the same. In our work, an element cannot be matched to more than one element. If an element does not match any other element, it is said to be unmatched. Finally, we calculate the similarity degree between $E_1$ and $E_2$.

In the following, we describe how to manipulate the elements of each of the three categories discussed above.
4.3.1 Unordered-Compound Elements

In the first step, we compare each pair of elements denoted by \((e_1, e_2)\), where \(e_1\) and \(e_2\) belong respectively to \(E_1\) and \(E_2\) (\(E_1\) and \(E_2\) are the two input sets of elements). This is done by using a similarity function denoted \(S_c\) in a way similar to the one used above with a pair of models. This function assigns a similarity degree (a number between 0 and 1) to the pair \((e_1, e_2)\) based on a set of criteria defined for each element role such that a criterion is attributed to each sub-element role. This set of criteria describes how to calculate the similarity degree between two elements having the same role. An example of criteria for comparing UML classes is presented in Table 9. The similarity degree between \(e_1\) and \(e_2\) is calculated using the following formula:

\[
S_c(e_1, e_2) = \sum_{c \in C} w_c \times \text{compareAndMatch}_c(S_{E1}, S_{E2})
\]

(7)

where \(C\) represents the set of criteria defined for the element role of \(e_1\) and \(e_2\), \(w_c\) represents the weight of the criterion \(c\), \(S_{E1}\) represents the set of all sub-elements whose role corresponds to the criterion \(c\) in the element \(e_1\). For example, according to the criteria presented in Table 9, the similarity degree between two classes is calculated based on three criteria as follows: \(S_c(e_1, e_2) = 0.5 \times \text{compareAndMatch}_c(A_1, A_2) + 0.25 \times \text{compareAndMatch}_c(A_1, A_2) + 0.25 \times \text{compareAndMatch}_c(O_1, O_2)\), where \(cn, ca\) and \(co\) represent respectively the criterion of class names, attributes and operations, \(N_1\) and \(N_2\) contain respectively class names of \(e_1\) and \(e_2\), \(A_1\) and \(A_2\) contain respectively all attributes of \(e_1\) and \(e_2\), and finally \(O_1\) and \(O_2\) contain respectively all operations of \(e_1\) and \(e_2\).

Once the comparison is completed, we combine two solutions to identify the matched pairs of elements. The first solution which is a threshold-based solution (e.g., [12] [13]) considers that two compared elements are similar if the similarity degree between them is greater than a threshold specified for the element role. The problem with this solution is that an element can be related to several other elements by similarity relations with values above the threshold. To overcome this problem, we use the second solution that is based on bipartite graph matching (e.g., [26] [31]). The matched pairs of elements are identified as follows:

1) We firstly replace each similarity degree that is below the threshold by zero. After that, we represent the comparison result as a bipartite weighted graph, where the two sets of vertices contain respectively the elements of \(E_1\) and those of \(E_2\). The edges between the elements are labeled by the similarity degree between them. The absence of an edge between two elements means that the similarity degree between them is equal to zero. An example of the comparison result between the elements of two sets respectively denoted by \(A\) and \(B\) is shown in Fig. 5. The dashed line connecting \(A\) and \(B\) is labeled by the similarity degree between them. All possible matchings produced when comparing \(A\) and \(B\), and their similarity degrees are presented in Table 4.

2) As our approach aims to achieve a better quality result, we try as much as possible to match each element with the element that is the most similar to it. For this, we identify the best matching, i.e., the matching with the largest value of similarity degree. For example, matching number 3 in Table 4 is the best matching. We modeled this problem as the maximum weighted matching in bipartite graphs and resolved it in polynomial time with the Hungarian method [27].

Finally, we use the following formula to calculate the similarity degree between \(E_1\) and \(E_2\):

\[
S(E_1, E_2) = \sum_{(e_i, e_j) \in M_{\text{best}}} S_c(e_i, e_j) / (|E_1| + |E_2| - |M_{\text{best}}|)
\]

(8)

where \(S_c(e_i, e_j)\) returns the similarity degree between the two elements \(e_i\) and \(e_j\) according to the formula 7, \(M_{\text{best}}\) and \(|M_{\text{best}}|\) represent respectively the best matching and the number of pairs it contains.
Fig. 5: An example of the comparison result between two sets of elements

Table 4: An example of possible matchings obtained when comparing two sets of elements

<table>
<thead>
<tr>
<th>Number</th>
<th>Matching</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a₁, b₁), (a₂, b₂), (a₃, b₃)</td>
<td>(a₁, b₁), (a₂, b₂), (a₃, b₃)</td>
<td>(a₁, b₁), (a₂, b₂), (a₃, b₃)</td>
<td></td>
</tr>
<tr>
<td>Similarity degree</td>
<td>2.15</td>
<td>2.25</td>
<td>2.35</td>
<td></td>
</tr>
</tbody>
</table>

4.3.2 Ordered-Compound Elements

We manipulate the elements of this category as follows:

— If the two input set of elements $E₁$ and $E₂$ contain the same number of elements, we compare each element from $E₁$ with the element that has the same order in $E₂$. We calculate the similarity degree between two elements in the same way as with the first category. The similarity degree is equal to zero if the compared elements do not have the same order. A threshold is used to decide whether the two elements are similar or not. If all elements of $E₂$ have similar elements in $E₁$, the set of matched pairs contains each pair denoted $(e₁, e₂)$ where $e₁$ and $e₂$ are similar, and the similarity degree between $E₁$ and $E₂$ is calculated as follows:

$$S(E₁, E₂) = \sum_{e₁ ∈ E₁, e₂ ∈ E₂} S(e₁, e₂) / |E₁|$$

(9)

— If $E₁$ and $E₂$ have different number of elements or there is at least one unmatched element, the set of matched pairs of elements is an empty set and the similarity degree between $E₁$ and $E₂$ is equal to zero.

4.3.3 Same-Attribute Elements

First, we compare each pair of elements denoted $(e₁, e₂)$, where $e₁$ and $e₂$ belong respectively to $E₁$ and $E₂$ ($E₁$ and $E₂$ are the two input sets of elements). Since the elements of this category are atomic elements of string type, like for example class names and attribute names, the similarity degree between $e₁$ and $e₂$ is directly calculated from their values using both linguistic and typographic matching. The linguistic matching is based on the N-gram algorithm [32]. This algorithm calculates the similarity degree between a pair of strings based on counting the number of their identical substrings of length $N$. The typographic matching calculates the similarity degree between a pair of strings based on their linguistic correlations. For this, it uses the WordNet::Similarity package [33]. We obtain the overall similarity degree by taking the maximum of the results obtained by the typographic and the linguistic matching.

Since the elements of $E₁$ (and respectively those of $E₂$) represent the same element, it is not necessary to find matched pairs of elements. We need only to calculate the similarity degree between $E₁$ and $E₂$. For this, we use the following formula: $\max(S_e(e₁, e₂))$, where $S_e$ returns the similarity degree between $e₁$ and $e₂$.

4.4 Implementation of the Merge Operator

The merge operator uses the result of the compare and match operators to combine a pair of models in a single model. The elements of the merged model are constructed based on the elements of the two input models from top to bottom, i.e., we start with the first-level elements such as classes, and then those of the next one such as class names, and attributes, and so on. We manipulate the elements of the first and second category as follows:

— A new element denoted $e₁, e₂$ is created by combining each matched pair of elements denoted by $(e₁, e₂)$ such that:
   - $e₁, e₂$ has the same type, the same role, and the same order (if $e₁$ and $e₂$ belong to the second category) as $e₁$ and $e₂$.
   - if $e₁$ and $e₂$ are first-level elements, $e₁, e₂$ becomes a first-level element in the merged model; otherwise, it becomes a child of the element obtained by combining the parents of $e₁$ and $e₂$.

— All unmatched elements are directly copied into the merged model. If an unmatched element is a first-level element, it becomes a first-level element in the merged model; otherwise, it becomes a child of the element obtained from its parent.

— If two elements, respectively denoted by $e₁$ and $e₂$, are combined to obtain $e₁, e₂$:
• All their sub-elements which belong to the third category are directly copied into the merged model without redundancy, i.e., for each pair of identical (have the same value and the same role) sub-elements we create only one element. These new elements become children of $e_{1,2}$.

• Each two sub-elements which have the type Reference and which have the same role are combined if their referenced elements are combined. The resulting element has a value equal to the identifier of the element obtained by combining the two referenced elements.

4.5 Model Merging Algorithm

Based on the implementation of the three operators presented above, we propose in this section an algorithm (see Algorithm 1 below) implementing our model merging approach [26]. This algorithm takes as input a set of models (denoted by $M$), and merges them progressively in a pairwise way by repeating three basic steps until merging all input models (until $M$ contains a single model). The algorithm uses three variables denoted by $T$, $P$, and $m$. $T$ is a set of 3-uplets, where the first and the second term of each 3-uplet represent respectively two models, while the third term represents the similarity degree between them. $P$ is a set where each element represents a pair of models. Finally $m$ represents a model.

<table>
<thead>
<tr>
<th>Algorithm 1. Our model merging algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: input: M</td>
</tr>
<tr>
<td>2: var: T, P, m</td>
</tr>
<tr>
<td>3: output: M</td>
</tr>
<tr>
<td>4: begin</td>
</tr>
<tr>
<td>5: while $</td>
</tr>
<tr>
<td>6: T $\leftarrow$ $\emptyset$</td>
</tr>
<tr>
<td>7: for all $(M_i, M_j) \in M^2$ do</td>
</tr>
<tr>
<td>8: compareAndMatch($M_i, M_j$)</td>
</tr>
<tr>
<td>9: T $\leftarrow$ T $\cup$ {(M_i, M_j, simDeg(M_i, M_j))}</td>
</tr>
<tr>
<td>10: end for</td>
</tr>
<tr>
<td>11: P $\leftarrow$ maxWeightMatch(T)</td>
</tr>
<tr>
<td>12: for all $(M_i, M_j) \in P$ do</td>
</tr>
<tr>
<td>13: m $\leftarrow$ merge($M_i, M_j$, bestMatch($M_i, M_j$))</td>
</tr>
<tr>
<td>14: M $\leftarrow$ M$\setminus${M_i, M_j}</td>
</tr>
<tr>
<td>15: M $\leftarrow$ M$\cup${m}</td>
</tr>
<tr>
<td>16: end for</td>
</tr>
<tr>
<td>17: end while</td>
</tr>
<tr>
<td>18: end.</td>
</tr>
</tbody>
</table>

The steps of the algorithm are the following:

**Step 1 (line 7-10):** In this step, we first compare each pair of input models using the procedure `compareAndMatch()` (line 8) that implements our `compare` and `match` operators presented above. This procedure calculates the similarity degree for each pair of models and identifies the best matching between their elements. The similarity degree and the best matching are respectively returned by the two following functions: `simDeg()` and `bestMatch()`. Then, we arrange the similarity degree in $T$ (line 9). Finally, we represent the similarity degrees between all pairs of models as a complete weighted graph in which vertices represent models, and each edge weight represents the similarity degree between a pair of models. For example, the graph depicted in Fig. 6 represents the comparison result of four models respectively denoted by $M_1$, $M_2$, $M_3$ and $M_4$.  
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Step 2 (line 11): Our algorithm aims to combine as much as possible the most similar pairs of models. So, we try in this step to identify a set of \( p \) pairs of models, such that the sum of their similarity degrees is maximal, where \( p = \frac{n}{2} \) and \( n \) is the number of models in \( M \) (If \( n \) is impair, then \( p = (n-1)/2 \)). We modeled the identification of this set as a maximum weighted matching problem in a general graph, where vertices represent models and weights represent similarity degrees between them. The maximum weighted matching problem is to find in an edge-weighted graph the matching of maximum weight. A matching in a graph \( G \) is defined as a subset of the edges of \( G \), such that no two edges incident to the same vertex. The weight of a matching is the sum of the weights of its edges [34]. For example, all possible matchings of the graph depicted in Fig. 6 and their weights are presented in Table 5. The first matching has the maximum weight, and consequently the two pairs \((M_1, M_2)\) and \((M_1, M_4)\) are selected to be merged. In order to solve the maximum weighted matching problem, we use the Edmond's algorithm [28]. Based on Gabow's implementation of this algorithm [35], the \texttt{maxWeightMatch()} function identifies the set of \( p \) pairs of models and arranges the result in \( P \).

![Fig. 6: Example of comparison result between a set of models](image)

Table 5: An example of possible matchings obtained when comparing a set of models

<table>
<thead>
<tr>
<th>Matching</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>((M_1, M_2), (M_3, M_4))</td>
<td>1.35</td>
</tr>
<tr>
<td>((M_1, M_4), (M_2, M_3))</td>
<td>0.95</td>
</tr>
<tr>
<td>((M_1, M_3), (M_2, M_4))</td>
<td>1.25</td>
</tr>
</tbody>
</table>

Step 3 (line12-16): In this step, we combine each pair of models \((M_i, M_j)\) from \( P \) using our \texttt{merge} operator. This latter employs the best match calculated by the \texttt{compareAndMatch()} procedure (in line 8), and returned by the \texttt{bestMatch()} function. Finally, we replace the two models \( M_i \) and \( M_j \) in \( M \) by the model resulting from their merging (line 14 and 15).

For example, the application of our algorithm on the models of Fig. 6 produces after the third step of the first iteration two models respectively obtained by merging \( M_1 \) with \( M_2 \), and \( M_3 \) with \( M_4 \). These two models will be merged in the second iteration to obtain a single model.

5.0 TOOL SUPPORT

We have implemented the approach discussed in this paper as a tool called 3M (Merging Many Models). Fig. 7 shows how this tool is applied to merge a set of models represented in XMI format. 3M consists of four modules: The first module allows us to (1) obtain the input models by parsing the XMI files, and (2) to convert them into our model representation (presented in Section 4.1). The second module allows us to compare each pair of models using our \texttt{compare} and \texttt{match} operators (described in Section 4.2). The third module allows selecting a set of pairs of models to be merged according to the algorithm described in Section 4.5. Each selected pair of models is merged by the fourth module using our \texttt{merge} operator (described in Section 4.4). The result is then used as input to the second module, and the process continues until obtaining a single model. The results of the second and third modules can be reviewed by the user.
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Fig. 7: Tool support overview

As we have previously seen, some configurations have to be done before using our model merging approach. In the current version of 3M, the user can use a configuration file in order to specify (1) the criteria weights of the element roles, (2) different thresholds, and (3) the parameter $N^3$ of the N-gram algorithm.

We have implemented our tool in Java based on a set of existing open source implementations, like for example the ws4j \(^4\) (WordNet Similarity for Java) API used to implement the linguistic matching, and the JDOM \(^5\) (Java Document Object Model) API used to parse the XMI files. Our 3M tool consists of about 3400 lines of the code, and has a graphical interface allowing to visualize models in the form of graphs \(^6\). We have published 3M as a jar file with its documentation at: https://drive.google.com/open?id=1sbr0KMrMV78s-9aDU0oyw07A2MnbOSjP, and as an open-source project on GitHub at: https://github.com/boubakir/ModelMerging/tree/master/ModelMerging/mmm.

Our tool has been used to perform the empirical evaluation described in the next section.

6.0 EVALUATION AND DISCUSSION

This section is devoted to the evaluation of our approach and the discussion of its advantages and limitations. In order to assess the feasibility of our approach, we first calculated its complexity, and then empirically evaluated it using a set of UML class diagrams.

6.1 Complexity

We calculated the time complexity of our model merging algorithm as a function of the number of input models (denoted by $n$) and the size (the number of first-level elements, like for instance, classes in UML class diagram) of the largest model (denoted by $k$). In each iteration of our model merging algorithm, we first compare $n \times (n-1)/2$ pairs of models and find the best matching between the elements of each pair of them using the Hungarian method. Therefore, this latter which has time complexity $O(k^3)$ is called $n \times (n-1)/2$ times. Then, we identify the subset of pairs of models to be merged (pairs of models with the maximum sum of similarity degrees) using a single call of the Edmond’s algorithm which has time complexity $O(m^3)$, where $m$ is the number of models in the current iteration. After each iteration, the number of models is divided by 2. Finally, after some calculations we obtain the time complexity of our approach which is polynomial both in $n$ and $k$, and is bounded by $O(\log(n) \times (n^2 \times k^3 + n^3))$. This complexity is reasonable considering the fact that taking into account the quality of results when merging a set of model is a hard problem. This problem is reduced to the NP-hard problem of weighted set packing \([36]\) in the case of simultaneous processing of all input models \([9]\). Moreover, the complexity of our approach is better than that of the approach presented in \([9]\), which is considered as the closest approach to ours, and which has a complexity bounded by $O(n^2 \times k^4)$.

---

\(^3\) The N-gram algorithm calculates the similarity degree between two strings based on counting the number of their identical substrings of length $N$. In 3M, the default value of $N$ is 3.

\(^4\) https://code.google.com/archive/p/ws4j/

\(^5\) http://www.jdom.org/

\(^6\) The graphical interface is developed based on the GraphStream library which is available at: http://graphstream-project.org/

\(^7\) This complexity concerns the implementation proposed by Gabow \([35]\) and used in our work.
6.2 Evaluation

For simplicity, we divided the evaluation into two parts. The first part is devoted to our model merging algorithm, while the second part is devoted to evaluate our implementation of the three operators: compare, match, and merge. The evaluation is performed on an AMD A4-4300M APU 2.35GHz machine with 8GB of RAM.

6.2.1 Evaluation of the Model Merging Algorithm

In this section, we evaluate the ability of our model merging algorithm to produce better quality results. In order to do that, we applied it to four case studies and compared the results with three other pairwise model merging algorithms respectively denoted by rand, ascOrd, and descOrd. Each of these algorithms manipulates a pair of models in the same way as our algorithm, i.e., they use the same implementation of the three operators, compare, match and merge described in section 4. They only differ from our algorithm in the order of combining the set of input models. The first algorithm (rand) merges input models in a random order, i.e., it merges in the first step two randomly selected models, then merges the result with another randomly selected model, and so on, until merging all models. The second algorithm (ascOrd), merges the input models after arranging them in ascending order by their size (number of elements). Finally, the third algorithm (descOrd) performs the merge after arranging the input models in descending order.

The case studies used are shown in Table 6. The first and the second one (Hospital-v1 and Hospital-v2) are two different versions of Hospital system. While the third and the fourth one (Warehouse-v1 and Warehouse-v2) are two different versions of Warehouse system. Each case study consists of a set of different variants of the same system. The first column of the table gives the number of variants (number of models) of each case study. The second column gives the number of elements (number of classes) in all models. The elements of the first version of each system are very varied in terms of their size relatively to those of the second version.

<table>
<thead>
<tr>
<th>System</th>
<th>Number of models</th>
<th>Number of classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital-v1</td>
<td>8</td>
<td>221</td>
</tr>
<tr>
<td>Hospital-v2</td>
<td>8</td>
<td>82</td>
</tr>
<tr>
<td>Warehouse-v1</td>
<td>16</td>
<td>388</td>
</tr>
<tr>
<td>Warehouse-v2</td>
<td>16</td>
<td>159</td>
</tr>
</tbody>
</table>

The evaluation is achieved as follows: First, we applied each algorithm on each case study, and then we measured the weight of the resulting models and the approximate execution time. Finally, we compared the results. An algorithm is considered to be good if it produces a model with a height value of weight. Similarly to [9], we performed the comparison by calculating for each case study, the percentage of the improvement (or degradation) that our algorithm provided compared by the other algorithms. The results are summarized in Table 7, where the first three columns present respectively the results obtained by the algorithms rand, ascOrd, and desOrd. The result obtained by our algorithm is presented in the fourth column. Finally, the last column presents the improvement (or degradation) percentage obtained by our algorithm over the best of the three other algorithms. The minus sign (-) precedes the percentage value in the case of degradation.

As illustrated in Table 7. For the first case (Hospital-v1), our algorithm outperforms both rand and ascOrd algorithms. It improves their results by respectively 1.43%, and 10.10%. However, it does not outperform desOrd, and presents a degradation of 3.77%. For the second (Hospital-v2), the third (Warehouse-v1), and the fourth (Warehouse-v2) case studies, our algorithm outperforms all other ones. More precisely, for the second case, it improves the results produced by rand, ascOrd, and desOrd, respectively, by 10.98%, 10.22%, and 1.34%. For the third case, it improves the results respectively, by 2.10%, 11.56%, and 0.67%. And finally, for the fourth case, it improves the results respectively, by 5.3%, 16.28%, and 10.39%. For all case studies, our algorithm outperforms all other algorithms except the first case where it is surpassed by desOrd. Comparing our algorithm with this latter algorithm for all case studies, we found that it presents a degradation of 3.77% and three improvements: 1.34, 0.67, and 10.39.

<table>
<thead>
<tr>
<th>System</th>
<th>rand</th>
<th>ascOrd</th>
<th>desOrd</th>
<th>Our algorithm</th>
<th>Impro/Degrad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hospital-v1</td>
<td>5.383</td>
<td>4.959</td>
<td>5.666</td>
<td>5.460</td>
<td>-3.77%</td>
</tr>
<tr>
<td>Time</td>
<td>5s</td>
<td>5s</td>
<td>5s</td>
<td>21s</td>
<td></td>
</tr>
</tbody>
</table>
6.2.2 Evaluation of the Compare, Match and Merge Operators

This part of the evaluation aims principally to assess the ability of our approach to produce accurate results when manipulating a pair of models. More precisely, it assesses whether the elements of a pair of models are correctly matched. For this, we used two metrics: precision and recall that measure respectively quality and coverage. Precision is the ratio of correctly identified matches to the total number of identified matches. Recall is the ratio of the correctly identified matches to the total number of all correct matches. A matching technique is considered to be effective if it produces high precision and high recall. However, these two metrics are known to be inversely related [12]. High precision means that the number of incorrect matches is not high, and consequently, the user spends less effort to remove them. High recall means that the number of missing correct matches is not high, and consequently, the user spends less effort to find them.

The evaluation is performed by applying our implementation of the three operators to a set of model variants generated from three software product lines. These three families of systems are respectively called NotePad, GameOfLife and GPL. They are implemented in Java and are obtained from the FeatureIDE framework\(^8\). The evaluation is carried out as follows: First, we generated the large product variant from each family using the FeatureIDE framework. As result we obtained three Java applications. Then, we used reverse engineering technique to obtain three models from the Java source code. Some characteristics of these models are presented in Table 8. After that, for each of these models, we performed the following steps: (1) randomly generating two variants from the selected model, (2) applying our approach to merge these two variants, (3) calculating precision and recall. These steps are performed with different values of the threshold ranging from 0 to 1, and repeated fifty times for each of these values. Finally, we took the average of precision and recall values for each model and for each value of the threshold. The results are summarized in Fig. 8

To generate a variant of a model of Table 8, we automatically created a copy of it with two modifications. The first modification consists of randomly deleting up to 50% of the elements. The second modification consists of randomly renaming up to 50% of element names (class names, attribute names, and operation names). The renaming process consists of randomly changing until 50% of the characters of a string. During this evaluation, we used the criteria presented in Table 9. Furthermore, different roles take the same value of the threshold. For example, if the threshold is equal to 0.5, all the flowing roles have a threshold equal to 0.5: class, class attribute, class operation, parameter, class name, attribute name, attribute type, operation name, operation type, parameter name, and parameter type.

Table 8: The case studies of the second part of the evaluation

<table>
<thead>
<tr>
<th>System</th>
<th>Number of classes</th>
<th>Number of Attributes</th>
<th>Number of operations</th>
<th>Number of all elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>NotePad</td>
<td>9</td>
<td>79</td>
<td>55</td>
<td>498</td>
</tr>
<tr>
<td>GPL</td>
<td>14</td>
<td>37</td>
<td>143</td>
<td>859</td>
</tr>
<tr>
<td>GameOfLife</td>
<td>12</td>
<td>37</td>
<td>57</td>
<td>474</td>
</tr>
</tbody>
</table>

As shown in Fig. 8, for each of the three systems, our approach produces high precision. It is equal to 68% in the worse case. When the threshold increases, precision increases until reaching 100%, but the recall decrease considerably until reaching 0%. For thresholds below or equal to 0.5, recall is more than 60%.

In addition to the accuracy test, we assessed the ability of our approach to provide results in considerable time. For this, we applied it to pairs of models containing a different number of classes ranging from 10 to 100 classes. For each number of classes, we proceeded as follows: First, we randomly generated two models from the GPL system by

\(^8\) https://featureide.github.io
duplicating the elements. Then, we executed our approach to this pair of models and calculated the execution time. We repeated the previous steps ten times, and finally, we took the average of the execution time. Table 10 shows the number of classes and the average number of all elements of the models used. The result is presented in Fig. 9. As we can see, the execution time increases considerably as the size of the models increases. This is mainly due to the use of the Hungarian method at different levels to improve the quality of matching.

Table 9: Example of criteria for UML classes

<table>
<thead>
<tr>
<th>Element Role</th>
<th>Sub-element Role</th>
<th>Criterion</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class</td>
<td>Class name</td>
<td>Similarity of class names</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Class attribute</td>
<td>Similarity of attributes</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Class operation</td>
<td>Similarity of operations</td>
<td>0.25</td>
</tr>
<tr>
<td>Class attribute</td>
<td>Attribute name</td>
<td>Similarity of attribute names</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Attribute type</td>
<td>Similarity of attribute types</td>
<td>0.5</td>
</tr>
<tr>
<td>Class operation</td>
<td>Operation name</td>
<td>Similarity of operation names</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Operation type</td>
<td>Similarity of operation types</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>Parameter</td>
<td>Similarity of parameters</td>
<td>0.25</td>
</tr>
<tr>
<td>Parameter</td>
<td>Parameter name</td>
<td>Similarity of parameter names</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>Parameter type</td>
<td>Similarity of parameter types</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Fig. 8: Results of the precision and recall test

Table 10: Details about the models used in the execution time test

<table>
<thead>
<tr>
<th>Number of classes</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of all elements</td>
<td>504</td>
<td>860</td>
<td>1512</td>
<td>1835</td>
<td>2460</td>
<td>2873</td>
<td>3245</td>
<td>3581</td>
<td>4050</td>
<td>4629</td>
</tr>
</tbody>
</table>
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6.3 Discussion

We summarize in this section the main advantages and limitations of our approach.

6.3.1 Advantages

Our approach has the following advantages:

— It allows the user to merge a set of similar models in a fully automatic way. It requires only (1) the set of input models which are directly provided by the user or reverse engineered from source code, and (2) to set up some parameters.

— It uses a generic representation of models which allows it to be easily extendable to support a wide variety of models. Furthermore, it is customizable as it gives the user the possibility to set up a number of parameters, like for example the set of criteria and thresholds used in the model comparison step.

— The fact that it proposes to merge models in an incremental way provides the advantage of giving the user the possibility to intervene in order to review and, if necessary, adjust the result.

— It can be used to complement existing approaches. Users who already have experience with other pairwise model merging approaches can continue to use them to merge pairs of models and use our approach to enhance the quality of results by considering the order of merging.

6.3.2 Limitations

Our approach has some limitations:

— In order to calculate the similarity degrees of tuples and consequently to measure the result quality of a merge, we used a particular weight function inspired by [9] (the weight function presented in Section 3). Therefore, the result of our experimentation might not be generalized to other weight calculations.

— The current implementation of our approach has some limitations at the comparison level. Indeed, we did not consider the elements which are of reference types during the calculation of similarity degrees. This can influence the results especially in the case of models in which the elements of this type are very frequent, like for example, Statechart models.

— Our approach requires to apply several times the Hungarian method and the Edmond’s algorithm that have polynomial complexity. This negatively influences the performance of the approach in term of execution time.

7.0 RELATED WORK

Several approaches have been proposed in the literature to address the problem of model merging. Most of these approaches lack generality or can be applied only to specific types of models. Some of them deal only with a sub-problem of model merging like, for example, model comparison. Furthermore, almost all of them focus only on merging two input models without proposing solutions for processing several (more than two) models.
The authors in [37] and [38] present two complete surveys on model comparison. Antoniol et al. address in [39] the problem of detecting differences between the releases of an object-oriented system. They propose to model the problem using a bipartite graph, where vertices represent classes of the two releases, and edges are weighted by the similarity degrees between classes. Kelter et al. address in [13] the problem of comparison between UML diagrams represented using XMI format. The authors in [14] focus also on UML diagrams. They propose UMLDiff which is an algorithm to detect differences between versions of UML class diagrams. Kpodjedo et al. propose in [15] an approach called MADMatch for solving the problem of detecting many-to-many matches in diagrams. They model the problem as a graph matching problem and solve it using tabu search. Nejati et al. present in [2] an approach for merging variant feature specifications represented using Statechart models. This approach is an extension of a previous approach proposed by the same authors in [12]. This latter allows merging hierarchical Statecharts models based on a heuristic operator for finding matches between models. A very simple approach for merging a pair of diagrams from the same model, and resolving conflicts is presented in [4]. The conflict problem is also considered by Dam et al. in [3]. They propose an approach for detecting and avoiding both syntactic and semantic consistencies that occur when merging versions of the same model. This approach is applied to model versions and their common ancestor using three-way merging.

The success of EMF has motivated the development of a number of approaches aiming at merging EMF models. For example, EMF Compare [40] is a meta-model independent approach for comparing versions of EMF models. It allows to compare two versions of a model which may be an instance of an arbitrary Ecore model. EMF Compare uses a variety of statistics and metrics in order to perform the comparison and represent the result as a model. EMF Diff/Merge [41] is a tool for merging EMF models based on user-defined policies. It ensures model consistency via predefined consistency rules. Westfechtel presents in [16] a formal approach for merging EMF models allowing both two- and three-way merging of two alternative versions. To ensure the consistency of the resulting model, the merge algorithm uses a set of rules allowing to detect and to resolve merge conflicts. The problem of merging EMF models is also addressed by the authors in [18]. In particular, they tackle a sub-problem of three-way model merging, which is merging of ordered collections. To perform model merging, they first propose to (1) represent each version of a collection as a linearly ordered graph. Then, (2) use a set of formula to combine the graphs that represent the collections. In order to create the merged collection, they propose to perform a generalized topological sort on the merged collection graph.

Contrary to our approach which aims to merge a set of models, the previous approaches are characterized by being limited to processing two models only. Some other approaches can be applied to a set of models. For example, the MoVaC approach [42] allows comparing a collection of model variants and identifying commonality and variability between them. This approach is designed to be generic and applicable to any EMF-based models. The main idea behind it is to divide each model variant into a set of atomic model elements according to MOF specification [43], then reuse the algorithm presented in [44] to identify commonality and variability. MoVaC allows to graphically represent the comparison result in the form of features, where each feature consists of a set of atomic model elements. Unlike our approach, MoVaC does not take into account the quality of merge. Mansoor et al. [45] formalize the model merging problem as a multi-objective problem based on NSGA-II algorithm [46], and propose an operation-based approach for model merging which considers the importance of operations in the merging process. This approach takes as input a set of model versions and their common ancestor, the list of applied operations and their importance scores, and produces as result a set of merging solutions. It aims to find the best trade of between minimizing the number of disabled operations and maximizing the number of important enabled ones. This approach is different from ours, as it is an operation-based approach, contrary to our approach which is a state-based approach. Moreover, as we have seen above, it takes as input not only a set of model variants as our approach does, but also their common ancestor, the list of applied operations and their importance scores.

Rubin and Chechik present in [9] an approach for merging together a set of (two or more) input models. The authors focus on the matching problem between the elements of the input models. They formulate this problem as a weighted set packing problem, and solve it by proposing a heuristic algorithm which simultaneously treats all input models. This work is similar to ours as it addresses the problem of merging not only a pair of models but many models, and takes into account the quality of merge. However, it performs the merging of the input models in completely different way from ours. In our work, input models are not simultaneously considered, but they are merged in a progressive and pairwise way, by tacking in to account the order of merging in order to enhance the quality of the result.
8.0 CONCLUSION AND FUTURE WORK

Model merging is an important and challenging task in Model-Driven Engineering. It has attracted a lot of attention in recent years. However, almost all existing approaches focus only on merging two model variants and do not consider the result quality when merging many (more than two) models.

This paper proposes a model merging approach that aims to obtain better quality results when merging a set of models in a pairwise way. Its main idea is to consider the order of merging the input models, and the way of matching the elements of each pair of models. The set of input models are merged using an iterative process, which is repeated until obtaining only one model. This process includes two basic steps: In the first step, we compare every pair of models in order to calculate the similarity degree between each two models and identify the best matching between their elements. We modeled the best matching identification problem as the maximum weighted matching in bipartite graphs and solved it in polynomial time using the Hungarian method. In the second step, we identify the most similar pairs of models and merge each of them. The identification of the most similar pairs of models is modeled as a maximum weighted matching problem in a general graph and solved in polynomial time using an implementation of the Edmond's algorithm. In order to make model comparison and matching more effective, we consider both typographic and linguistic matching.

Our approach is designed to be easily extendable to support a wide variety of models. Furthermore, our approach is customizable as it gives the user the possibility to set up several parameters like, for example, a set of criteria and thresholds.

We have implemented and evaluated our approach by applying it to a set of UML models, and the experiments show that it is promising. We have also published the tool implementing it as an open-source project on GitHub platform to allow others to use and extend it.

Our main direction for future work is to provide a generic solution for model merging. Therefore, we are interested in applying our approach to other types of models than UML models, and extending it to support any kind of EMF-based model. We plan also to provide a more complete implementation of our approach in the form of an Eclipse plugin.
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